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Problem 1 (4 Points). Let (Xt)t≥1 be sequence of independently identically distributed random

variables with P (X1 = 1) = p and P (X1 = −1) = q = 1− p. De�ne

S(t) =
t∑

i=1

Xi, t ≥ 1, S0 = 0.

Show that

P (St = j|S0 = i) =

(
t

t+j−i
2

)
p

t+j−i
2 · q

t−j+i
2

If t+ j − i is an even non-negative integer, and

P (St = j|S0 = i) = 0 otherwise.

Hint: Use induction. Note that (
t

t+j−i
2

)
p

t+j−i
2 = 0

if |j − i| ≥ t+ 1.

Problem 2 (4 Points). Verify that

X(t) = Φ(t)

(
X(0) +

∫ t

0
Φ(t)−1(s)a(s)ds+

∫ t

0
Φ(t)−1(s)σ(s)dW (s)

)
, t ≥ 0, (1)

solves the stochastic di�erential equation

dX(t) = (A(t)X(t) + a(t))dt+ σ(t)dW (t) (2)

X0 = ξ

where W is a Brownian motion independent of ξ, A(t), a(t) and σ(t) are non-random, mea-

surable and locally bounded. Assuming Φ(t) = A(t)Φ(t), Φ(0) = 1, has a unique (absolutely

continuous) solution de�ned for 0 ≤ t <∞. Hint: Use the Itô formula.

Problem 3 (4 Points). If a(t) = 0, A(t) = −α < 0, and σ(t) = σ > 0 in (2), ((2) becomes the

Ornstein-Uhlenbeck Stochastic di�erential equation, see Exercise 8-Problem 3), and the solution

to the SDE is

X(t) = X(0) exp (−αt) + σ exp (−αt)
∫ t

0
exp (αs)dW (s) t ≥ 0.

If E(X2
0 ) <∞, compute

(a) the expectation: E(Xt).

(b) the variance: V ar(Xt).



(b) the covariance function: c(Xs, Xt).

Problem 4 (2 Points). (Brownian Bridge) Show that Xt de�ned by

X(t) = a(1− t

T
) + b

t

T
+ (T − t)

∫ t

0

dW (s)

T − s
, 0 ≤ t < T, (3)

solves the stochastic di�erential equation

dX(t) =
b−X(t)

T − t
dt+ dW (t) (4)

X0 = a

for given real numbers a, b, T > 0.
Hint: Use the Itô formula. if A(t) = −1

T−t , a(t) = b
T−t , and σ(t) = 1, then, Φ(t) = 1 − t

T in (2)

and (2) becomes (4).

Problem 5 (4 Points). Show that the process

Y (t) =


(T − t)

∫ t
0

dWs
T−s ; 0 ≤ t < T

0; t = T.

is continuous, has zero mean, its Gaussian, with covariance function

c(s, t) = (s ∧ t)− st

T
; 0 ≤ s, t ≤ T.

Problem 6 (4 Points). Let (Xt)t≥0 be a Brownian motion and

Y (t) = e−t/2X(et − 1).

Show that (Yt)t≥0 is a Gaussian process and a Markov process.


