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Abstract

We consider optimal stopping of sequences of random variables
satisfying some asymptotic independence property. Assuming that
the embedded planar point processes converge to a Poisson process
we introduce some further conditions to obtain approximation of the
optimal stopping problem of the discrete time sequence by the opti-
mal stopping of the limiting Poisson process. This limiting problem
can be solved in several cases. We apply this method to obtain ap-
proximations for the stopping of moving average sequences, of hidden
Markov chains, and of max-autoregressive sequences. We also briefly
discuss extensions to the case of Poisson cluster processes in the limit.

Keywords: Optimal stopping, Poisson processes, asymptotic indepen-
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1 Introduction

The aim of this paper is to extend the recent approach in Kühne and Rü-
schendorf (2000) (in the following abbreviated by KR (2000)) for approxima-
tively optimal stopping of independent sequences X1, . . . , Xn to dependent
sequences. The basic assumption in this approach is convergence of the
embedded planar point process

Nn =
n∑

i=1

ε( i
n
,Xn,i)

D→ N (1.1)

to some Poisson point process N with intensity measure µ with Lebesgue-
density h. Here Xn,i = Xi−bn

an
is some normalization of Xi induced from

the central limit theorem for maxima. Then under some additional condi-
tions it is proved that the optimal stopping problem of X1, . . . , Xn can be
approximated by the optimal stopping of the Poisson process. Finally it is
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shown that the optimal stopping of a Poisson process with intensity µ can
be reduced to solving a differential equation of the form

v′(t) = −
∫ ∞

v(t)

∫ ∞

x
h(t, y)dy dx, 0 ≤ t ≤ 1 (1.2)

v(1) = f(1).

The solution of (1.2) is the optimal stopping curve u for the Poisson process.
Here f is a decreasing function describing the lower boundary of the inten-
sity and µ is assumed to have singularities only on the lower boundary; in
technical terms µ is a Radon measure on Mf = {(t, y) ∈ [0, 1]× IR; y > f(t)}
supplied with the relative topology of [0, 1] × IR. Additional to the conti-
nuity assumption (D) on µ as described above we need that v satisfies the
separation condition

(S) (v−f)/[0,t] > ct > 0 for all t < 1. (1.3)

Finally for convergence of the stopping problems we need that the positive
parts M+

n of the maxima Mn = max{X1, . . . , Xn} are uniformly integrable
(condition (G)) and the lower curve condition (L), i.e.

limun(1−ε) > −∞ for all ε > 0, (1.4)

where un,1 . . . , un,n is the optimal stopping curve of Xn,1, . . . , Xn,n and un(s)
= un,[n,s]∨1 is the functional form of un,i. Convergence of the stopping prob-
lem means convergence of the optimal stopping times, stopping time distri-
butions, and stopping value.

To extend this program to dependent sequences we need some kind of
asymptotic independence assumption (A) as well as a modification (L′) of
the lower curve condition.

As application we derive approximative optimal stopping results for some
finite moving average processes, for hidden Markov models (chain dependent
sequences), and for max-autoregressive sequences. In a subsequent section
we briefly consider the case where in the limit we obtain a Poisson-cluster
process. This needs some alternative construction and allows to consider
also some infinite MA-processes. For some details on the arguments we refer
to the dissertation of Kühne (1997) on which this paper is based.

2 Approximation of optimal stopping

For general dependent sequences the point process approximation in (1.1)
plus some conditions related to (D), (S), and (L) will not imply approxima-
tion of the stopping problems as the following simple example shows clearly.
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Example 2.1 Let (Yi) be iid exponentially distributed and let Tn denote the
optimal stopping time of Y1, . . . , Yn. Let nk = 102

k
, k ≥ 1, and mk ∈ {nk−1+

2, . . . , nk} be such that Ymk
= Ynk−1+2 ∨ . . . ∨ Ynk

, and define

Xi :=

{
Yi i ̸= mk−1
−1 i = mk−1.

Then (Xi) exhibit the same point process behavior as (Yi) but have a com-
pletely different stopping behavior. Consider stopping of (X1, . . . , Xnk

), then
T 0
k = inf{i ∈ {nk−1+1, . . . , nk} : Xi = −1}+1 is a stopping time with XT 0

k
=

Xnk−1+2∨· · ·∨Xnk
and so limk→∞ EXT 0

k
−log nk = limk→∞(EMnk

−log nk) =
γ = 0.5772 . . . > 0 = limk→∞(EYTnk

)(see Kennedy and Kertz (1991)).
The essential local information allowing to stop at the maximum is lost

by the asymptotic approximation of the point process.

Let (Xn,i)1≤i≤n be a double sequence of random variables with adapted
filtration F = (Fn,1, . . . ,Fn,n). Consider the following assumptions:

Condition (A) (asymptotic independence) Assume that for t ∈ [0, 1)

PNn(·∩[t,1]×IR)|Fn,[nt]−1
P−→ PN(·∩[t,1]×IR) (2.1)

For a threshold stopping time τ with threshold v define τ≥t as the first time
over threshold v after time t. Let u denote the optimal stopping curve of the
Poisson process N .

Condition (L′) There exist non-increasing constants un,i such that un,[nt]∨1
→ u(t), t ∈ [0, 1), the optimal stopping curve of the limiting Poisson process,
and for the threshold stopping time T ′

n = inf{i : Xn,i ≥ un,i} holds

lim
t→1

lim sup
n→∞

E|Xn,T ′
n
≥[ns]|1{T ′

n
≥[ns]≥[nt]} = 0 for all s < 1.

Finally we consider the direct generalization of the lower curve condition.
Define γn,i = ess sup{E(Xn,τ |Fn,i); τ ≥ i}.

Condition (L)

lim inf
n→∞

Eγn,[nt] > −∞, for all t < 1.

We now can formulate our main approximation result. Let T denote the
optimal stopping time of the limiting Poisson process N =

∑
ε(τk,yk), let K

T

denote the optimal stopping index and let Tn denote an optimal stopping
time of Xn,i. (For more details on the notation see KR (2000).)

Theorem 2.2 (Approximation of stopping problems) Assume that
Nn =

∑n
i=1 ε( i

n
,Xn,i)

converges on Mf to a Poisson process N with inten-

sity µ satisfying (D). Let the optimal stopping curve u be the unique solution
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of (1.2) and satisfy the separation condition (S). Finally assume conditions
(A), (G), and (L′). Then

a) E(γn,[nt]|Fn,[nt]−1)
P−→ u(t), t ∈ [0, 1) (2.2)

b) (Tn, Xn,Tn)
D−→ (T, yKT ) and EXn,Tn → EyKT = u(0)

c) (T ′
n) is an asymptotically optimal sequence of stopping times,

i.e. EXn,T ′
n
→ u(0).

Proof Theorem 2.2 a): Define for 1 ≤ ℓ < m ≤ n

Mn,ℓ,m = Xn,ℓ ∨ · · · ∨Xn,m, Mn = Mn,1,n.

For t ∈ [0, 1) we define ain,k = [n(t+ (1− t) i
k
)], 0 ≤ i ≤ k,X ′ i

n,k = Mn,ai−1
n,k

,ai
n,k

and the filtration F ′ = (F ′
n,1, . . . ,F ′

n,k) = (Fn,a1
n,k
, . . . ,Fn,ak

n,k
). This induces

a finite stopping problem for Xn,i = X ′ j
n,k if aj−1

n,k < i ≤ ajn,k with correspond-

ing filtration Fn,i which majorizes the corresponding stopping problem of
Xn,i since Xn,i ≥ Xn,i for all i. From point process convergence and the
continuous mapping theorem we conclude that(

X ′ 1
n,k, . . . , X

′ k
n,k

)
→

(
Mt,t+(1−t) 1

k
, . . . ,Mt+(1−t) k−1

k
,n

)
=:
(
X ′ 1

k , . . . , X ′ k
k

)
, (2.3)

where Ms,t = sup{yk; τk ∈ (s, t]} is the corresponding max in the Poisson
process. Here and in the following we assume w.l.g. almost sure convergence
of the points (see the corresponding argument in KR (2000)).

We prove by backward induction from k−1 to 1 convergence of the optimal
stopping behavior:

E
(
γ′ i+1
n,k |F ′

n,i

)
P−→ u′

k,i+1, i = 0, . . . , k−1, (2.4)

where (u′
k,i) is the optimal stopping curve of the independent sequence (X ′ i

k ).
We start with the induction step i+1 → i.
Consider the Bellmann equation

E
(
γ′ i+1
n,k |F ′

n,i

)
= E

(
X ′ i+1

n,k ∨ E
(
γ′ i+2
n,k |F ′

n,i+1

)
|F ′

n,i

)
(2.5)

where by the induction assumption E
(
γ′ i+2

n,k |F ′
n,i+1

) D−→ u′
k,i+1. This implies

conditional convergence PE(γ′ i+2
n,k |F ′

n,i+1)|F ′
n,i

P−→ εu′
k,i+1

. Define the mapping

M0
(∑

εsi,zi)
)
= supi zi and N i

n =
∑

t+(1−t) i−1
k

<
j
n≤t+(1−t) i

k

ε( j
n
,Xn,j). Then

PX′i+1
n,k

|F ′
n,i = P

M
n,ai−1

n,k
+1,ai

n,k

|F ′
n,i

= PM0(N i
n)|F ′

n,i . (2.6)
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By the independence assumption (A) holds

PN i
n|F ′

n,i
P−→ PN i

, where N i =
∑

i−1
k

<τj≤t+(1−t) i
k

ε(τj ,yj).

Therefore, we conclude as in Resnick (1987, section 4)

PX′i+1
n,k

|F ′
n,i

P−→ PM0N i

= PX′i
k . (2.7)

For sequences of random variables Xn, X in a separable metric space holds:

Xn
P→ X if there exist measurable sets mn with P (mn) → 0 such that

pointwise

Xn1mc
n
+X1mn → X. (2.8)

Therefore, we obtain measurable sets mn, P (mn) → 0 such that pointwise
for all ω

PN ′
n|F ′

n,i1mc
n
+ PN i

1mn

D−→ PN i

.

This implies by the continuous mapping theorem

PM0N ′
n|F ′

n,i1mc
n
+ PM0N i

1mn

D−→ PM0N i

(2.9)

i.e. PX′i+1
n,k

|F ′
n,i

P−→ PX′i+1
k .

Together, we obtain from (2.9), (2.7)

PX′ i+1
n,k

∨E(γ′ i+2
n,k

|F ′
n,i+1)|F ′

n,i P−→ PX′ i+1
k

∨u′
k,i+1 . (2.10)

To conclude from (2.10) convergence of conditional expectations as in (2.4)
we next establish uniform integrability. By assumption (G) (M+

n ) is uni-
formly integrable. Therefore, also (E(M+

n |F ′
n,i+1)) is uniformly integrable

and so with Xn = E(M+
n |F ′

n,i+1)1{E(M+
n |F ′

n,i+1)>L} holds

lim
L→∞

lim sup
n→∞

EXn = 0. (2.11)

From the integrability condition (L′) we conclude as in the proof of Theorem
3.2 in KR (2000):

lim
n→∞

EXn,T ′
n
≥[nt] = u(t) = Ey

KT ≥t, t ∈ [0, 1). (2.12)

The positive parts of these random variables are by (2.11) uniformly inte-

grable. Therefore, with t = k−1
k

we obtain

{
X

n,T ′
n
≥[nk−1

k
]

}
n∈IN

is u.i. This

implies that
{
X ′ k

n,k

}
n∈IN

is u.i., again using (2.11), and, therefore,

lim
L→−∞

lim sup
n→∞

EX ′ k
n,k1{X′ k

n,k
<L} = 0 for any k.
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Denoting Pn,ω = P
X

′ i+1
n,k

∨E
(
γ
′ i+2
n,k

|F ′
n,i+1

)
|F ′

n,i(ω)1mc
n
(ω) + PX

′ i+1
k

∨u′
k,i+11mn(ω)

and P0,ω = PX′ i+1
k

∨u′
k,i+1 and let Xω

n,i,M
ω
n be random variables on a proba-

bility space (Ω′,A′, Q) with Xω
ni ≤ Mω

n and

QMω
n = PE(M+

n |F ′
n,i+1)|F

′
n,i(ω)

QXω
n,i = PE(X′ k

n,k|F
′
n,i+1)|F

′
n,i(ω).

Then for ω ∈ mc
n holds

∫ ∞

L
xdPn,ω

= E(X ′ i+1
n,k ∨ E(γ′ i+2

n,k |F ′
n,i+1)1{X′ i+1

n,k
∨E(γ′ i+2

n,k
|F ′

n,i+1)≥L}|F
′
n,i)(ω)

and we obtain

lim
L→∞

lim sup
n→∞

∫ ∞

L
xdPn,ω

≤ lim
L→∞

lim sup
n→∞

EQX
ω
n,i1{Xω

n,i≥L} + lim
L→∞

lim sup
n→∞

EQM
ω
n 1{Mω

n≥L} = 0.

A similar estimate holds for the lower tail. From the uniform integrability
of Pn,ω we conclude

∫
xdPn,ω →

∫
xdP0,ω, i.e.

E(X ′ i+1
n,k ∨ E(γ′ i+2

n,k |F ′
n,i+1)|F ′

n,i)
P−→ E(X ′ i+1

k ∨ u′
k,i+2).

This implies

E(γ′ i+1
n,k |F ′

n,i)
D−→ u′

k,i+1. (2.13)

This proves the induction step. The beginning of the induction with i = k−1
is similar but simpler since the second conditional term is not present in this
case.

In particular (2.4) implies

E(γ′ 1
n,k|F ′

n,0)
P−→ u′

k,1.

For the limit as k → ∞ one obtains as in the proof of Theorem 2.5 in KR
(2000) convergence of the point process of maxima to N :

Nk =
k∑

i=1

ε(t+(1−t) i
k
,X′ i

k )
D−→ N(· ∩ [t, 1]× IR).

Define uk(t) = u′
k,[kt]∨1, t < 1. Nk fulfills the assumptions of the approxi-

mation theorem (KR (2000, Theorem 3.2)). Therefore, we obtain uk → u.
Since uk ≥ u,∀k, this implies that

lim
n→∞

P (E(γn,[nt]|F[nt]−1) ≥ u(t) + ε) = 0, for all ε > 0.
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(2.12) and condition (G) imply E
(
γn,[nt]|F[nt]−1

)
P−→ u(t) for t ∈ [0, 1) and

so a) holds. 2

Proof of b, c: In the next step of the proof we establish convergence as in
(2.4) also for the random time point T . Let (T̃n) be a squence of stopping

time such that
(

T̃n

n
, X

n,T̃n

)
D−→ (T, Y ). By a Skorohod type argument as in

KR (2000) we assume that convergence is a.s. Our aim is to prove

E
(
γ
n,T̃n+1

|F
T̃n

)
P−→ u(T ) on {T < 1} (2.14)

For the proof we use a discretization argument and define for k ∈ IN, k ≤
n, x ∈ [0, 1)

gk(x) = 1
k
inf{i ∈ IN; i ≥ kx} = [kx]

k

and gnk (x) = ⌈ngk
(
x
n

)
+ 1⌉ ∧ n, for 1 ≤ x ≤ n− 1.

(2.15)

gnk maps a number in {1, . . . , n − 1} to the nearest number of the form

⌈ni
k
+ 1⌉, i = 1, . . . , k − 1, n. With enk =

(
max

T̃n<i<gn
k
(T̃n)

Xn,i − γ
n,gn

k
(T̃n)

)
+

we obtain

E
(
γ
n,gn

k
(T̃n)

|F
n,T̃n

)
≤ E

(
γ
n,T̃n+1

|F
n,T̃n

)
≤ E

γ
n,gn

k
(T̃n)

∨ max
Tn<i<gn

k
(T̃n)

Xn,i|Fn,T̃n


= E

(
γ
n,gn

k
(T̃n)

|F
n,T̃n

)
+ E

(
enk |Fn,T̃n

)
. (2.16)

Since limk→∞ gk(x) = x, ∀x ∈ [0, 1) and gk attains only k values we obtain
from (2.4)

E
(
γ
n,gn

k
(T̃n)

|F
n,T̃n

)
→ u(gk(T )) on

{
T ≤ k−1

k

}
and, therefore,

lim
k→∞

lim
n→∞

E
(
γ
n,gn

k
(T̃n)

|F
n,T̃n

)
= u(T ) on {T < 1}. (2.17)

Consider next the behavior of enk . We state

lim
k→∞

lim sup
n→∞

P
(
E
(
enk |Fn,T̃n

)
1{T̃n<n k−1

k
} ≥ ε

)
= 0 for all ε > 0. (2.18)

Note that enk −→
n→∞

ek =

(
max

T<τi<gk(T )
yi − u(gk(T ))

)
+

. For almost all ω ∈ Ω

there exists kω ∈ IN such that

#{(τi(ω), yi(ω)); T (ω) < τi(ω) ≤ gk(T (ω)), yi(ω) > yKT (ω)} = 0 for k ≥ kω.
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Otherwise there would exist infinitely many points τi(ω) close to T (ω) such
that yωi > u(τi(ω)) in contradiction to the separation assumption on the
Poisson process N . This implies ek −→

k→∞
0 a.s.

By the first part of this proof (γn,[nt])n∈IN is uniformly integrable. Since

(M+
n )n∈IN is uniformly integrable we obtain

(
E
(
enk |Fn,T̃n

)
1{T̃n≤n k−1

k
}

)
n∈IN

is

u.i. and (2.18) follows as in the first part of proof. From (2.16) we obtain

0 ≤ E
(
γ
n,T̃n+1

|F
n,T̃n

)
− E

(
γ
n,gn

k (T̃n)|Fn,T̃n

)
≤ E

(
enk |Fn,T̃n

)
.

Thus

lim
k→∞

lim sup
n→∞

P
((

E
(
γ
n,T̃n+1

|F
n,T̃n

)
− E

(
γ
n,gn

k (T̃n)|Fn,T̃n

))
·1{T̃n≤n k−1

k } ≥ ε
)
= 0.

for all ε > 0. So with (2.17) this implies (2.14).
In the final step we prove convergence of the optimal stopping time Tn.

Define T̂n = inf{i : Xn,i ≥ u
(

i
n

)
}. We state that

P
(
T̂n = Tn

)
→ 1. (2.19)

By the approximation result for threshold stopping times KR (2000, Propo-
sition 2.4) holds(

T̂n

n
,X

n,T̂n

)
D−→ (T, yKT ). (2.20)

Assuming a.s. convergence and T < 1, we obtain by (2.14)

E(γ
n,T̂n+1

|F
T̂n
)

P−→ u(T ). (2.21)

By the continuity assumption (D) yKT > u(T ). Then for ω ∈ Ω and n ≥ nω,

X
n,T̂n

(ω) ≥
(
2
y
KT −u(T )

3
+ u(T )

)
(ω). From (2.21) for n ≥ n′

ω

E(γ
n,T̂n+1

|F
T̂n
)(ω) ≤

(
y
KT −u(T )

3
+ u(T )

)
(ω).

Together this implies for n ≥ nω ∨ n′
ω : X

n,T̂n
(ω) > E(γ

n,T̂n+1
|F

T̂n
)(ω), i.e.

P (T̂n ≥ Tn) → 1. (2.22)

Conversely, suppose for some subsequence (n′′) holds

P (T̂n′′ > Tn′′) → d > 0. (2.23)
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Then with some subsequence n′ ⊂ (n′′) such that
(
Tn′
n′ , Xn′,Tn′

)
converges

and Tn′
n′ → T ′ we obtain as in the proof of (2.22), P (Tn′ ≥ T̂n′) → 1 in

contradiction to (2.23). This implies (2.19).

Asymptotic optimality of T ′
n follows similar to the proof of the approxi-

mation theorem in KR (2000, Theorem 4.5). Thus the proof of a), b), c) is
complete. 2

A useful result to establish the point process convergence in Theorem 2.2
is the following theorem. A simple proof of this result was given in Kühne
(1997) based on the conditioning argument as in Jakubowski (1986), Beska
et al. (1982)

Theorem 2.3 (Point process convergence. Durrett and Resnick
(1978, Th. 3.1)) Let (Xn,i) be a sequence of random variables with filtra-
tion (Fn,i), µ a measure on [0, 1]× (a,∞), and for all x > a with µ([0, 1]×
{x}) = 0 holds:

[nt]∑
i=1

P (Xn,i > x|Fn,i−1)
P→ µ([0, t]× [x,∞))

and

sup
1≤i≤n

P (Xn,i > x|Fn,i−1)
P→ 0.

Then Nn =
∑

ε( i
n
,Xn,i)

D−→ N a Poisson process on [0, 1] × (a,∞) with

intensity µ/[0, 1]× (a,∞).

3 Optimal stopping of finite moving average

processes

Let

Xi =
k∑

j=1

cjYi−j, i ∈ IN, (3.1)

denote a finite moving average (MA) process where (Yi) are iid r.v.s with
distribution function F in the domain of an extreme value distribution Λ, Ψα,
Φα. Point process convergence of MA-processes has been intensively studied.
We will investigate approximatively optimal stopping of MA-sequences in
some of these cases.
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3.1 F ∈ D(Ψα).

Theorem 3.1 Let k ∈ IN, F ∈ D(Ψα), α > 0 be integrable with right end-
point of the support ωF = 0 and assume cj > 0. Then we obtain with

an = F−1(n
−1
k )Γ(αk+1)

1
αk

Γ(α+1)
1
α

k∏
i=1

c
1
k
i convergence of the optimal stopping problem:

a) E
XTn

an
→ −

(
αk

αk+1

)− 1
αk

b) P
(
XTn

an
≤ x

)
→


1, x ≥ 0

1− (−x)αk 1
2+ 1

αk

, 0 > x ≥ −( αk
αk+1

)−
1
αk

(αk+1
αk

)
αk+1
αk (−x)−αk−1, x < −( αk

αk+1
)−

1
αk

c) T ′
n = inf{i ≤ n : Xi ≥ wn−i} with wn = an

(
αk

αk+1

− 1
αk

)
defines an

asymptotically optimal sequence of stopping times.

Proof: For the proof we apply Theorem 2.2

1) Point process convergence: By Davis and Resnick (1991) holds

n∑
i=1

ε( i
n
,
Xi
ãn
)

D−→ Ñ (3.2)

where ãn = F−1(n− 1
k ). Ñ is a Poisson process with intensity λ\[0,1] ⊗

νk, νk([x, 0]) = c(α, k)(−x)αk, x ≤ 0, where c(α, k) = Γ(α+1)k

Γ(kα+1)
∏k

i=1
cαi
.

Replacing ãn, by an, the point process converges to a Poisson point
process with intensity λ\[0,1] ⊗ ν ′, ν ′([x, 0]) = (−x)αk, x ≤ 0.

2) Condition (G) is trivially satisfied, as M+
n

an
= 0 for all n.

3) (D) and uniqueness of the optimal stopping curve of N by the differ-
ential equation in (1.2) has been proved in KR (2000, Theorem 4.5).
Note that f ≡ −∞ in this case.

4) Asymptotic independence (A): Note that

PNn(·∩[t,1]×IR)|X1,...,X[nt]−1

= P

∑[nt]+k

i=[nt]
ε
( i
n ,

Xi
an )

+
n∑

i=[nt]+k+1

ε
( i
n ,

Xi
an )

|X1,...,X[nt]−1

By the normalization we have that
∑[nt]+k

i=[nt] ε( i
n
,
Xi
an
)

D−→ 0, where 0 de-

notes the zero-measure. Also

P

∑n

i=[nt]+k+1
ε
( i
n ,

Xi
an )

|X1,...,X[nt]−1

= P

∑n

i=[nt]+k+1
ε
( i
n ,

Xi
an ) D−→ PN[t,1] , (3.3)

which implies PNn|[t,1]|X1,...,X[nt]−1
P−→ PN[t,1] .
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5) Condition (L′): For ℓ = 1, . . . , k define

T ℓ
n = inf{i ≤ n : i+ℓ = 0mod k,Xi ≥ wn−i}.

Then by the independence of Xi involved we obtain from Kennedy and
Kertz (1991)

lim
ε→0

lim
n→∞

E
XT ℓ

n

an
1{T ℓ

n>n−[nε]} = 0.

This implies using T ′
n = T 1

n ∧ . . . ∧ T k
n and 0 ≥ XT ′

n
≥ XT 1

n
∧ . . . ∧XTk

n

lim
ε→0

lim
n→∞

E
XT ′

n

an
1{T ′

n>n−[nε]} ≥ lim
ε→0

lim
n→∞

k∑
ℓ=1

E
(

X
Tℓ
n

an
1{T ℓ

n>n−[nε]}

)
= 0.

This implies (L′).

From Kennedy and Kertz (1990, p. 398) we use that for F ∈ D(G)

n(1−F (wn)) → x ⇐⇒ wn−bn
an

→ − logG(x). (3.4)

This implies that

w[nt]

an
→ −(1−t)

−1
α

(
α

1+α

)−1
α = u(t), (3.5)

which is the optimal stopping curve in the limiting Poisson process. There-
fore, (T ′

n) is an asymptotically optimal stopping sequence and convergence
in a), b) follows from Theorem 2.2 2

3.2 F ∈ D(Λ).

Consider F = Fα,p ∈ D(Λ), where for p > 0, α ∈ IR

1− Fα,p(x) ∼ Kxαe−xp

as x → ∞. (3.6)

Consider a finite MA-process Xi =
∑k

j=1 cjYi−j, where (Yi) are iid, Yi ∼ F .

Proposition 3.2 (Point process convergence. Rootzen (1986, Th.
6.3)) Let F = Fα,p have a density f ∈ C1 with f(x) ∼ K ′xα′

e−xp
, α′ =

α+ p− 1, K ′ = Kp. Assume that

lim sup
x→∞

∣∣∣∣∣xD′(x)

D(x)

∣∣∣∣∣ < ∞, (3.7)
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where D(x) =

{
f(x)ex

p
, x > 0

f(x), x < 0
, and let an, bn be the normalizing con-

stants of the associated iid sequence Zi where Zi
d
= Xi (see Rootzen (1986,

(5.3) and (5.5))). Then

n∑
i=1

ε(
i
n
,
Xi−bn

an

) D−→ N (3.8)

a Poisson process with intensity µ = λ\[0,1] ⊗ ν, ν([x,∞)) = e−x, x ∈ IR, if
any of the following conditions holds:
1) ci > 0, ∀i and ecxf ′(x) is bounded for x ∈ (−∞, 0] for some c ≥ 0.
2) f(−z) fulfills the assumptions on f(z) with some p′ > p and some α′, K ′.

The normal distribution satisfies the assumptions above. Under addi-
tional assumptions also convergence for infinite MA-processes are proved in
Rootzen (1986). As consequence we obtain from Theorem 2.2

Corollary 3.3 Suppose F = Fα,p fulfills the conditions of Proposition 3.2,
then (formally with c = 0, see the following Remark 3.4 a))

1)
EXTn − bn

an
→ − log(1+c)

2) P

(
XTn − bn

an
≤ x

)
→


1− 1

2

e−x

1+c
, x ≥ − log(1+c)

1

2
ex(1+c), x < − log(1+c)

3) Let wn be constants with n(1− F (wn)) → 1, then for any ε ∈ [0, 1)

T ′
n = inf

i ≤ n : (i ≥ n−[nε] and Xi ≥ wn−i)

or

i < n−[nε] and
Xi − bn

an
≥ uI

(
i
n

)
:= log

1−
(

i
n

)1+c

1 + c




is an asymptotically optimal sequence of stopping times.

Proof: The proof is analogous to the proof of Theorem 3.1. (G) is implied
by the uniform integrability of the normalized maxima of the iid sequence
and the k-independence of Xi. 2

Remark 3.4 a) Note that the general formulation with c ̸= 0 corresponds
to the optimal stopping of Xi+di with additional observation costs di > 0,

di ↑ where
dn−d[nt]

an
→ −c log t and with normalizations b̂i = bi + ci. The

optimal stopping curve in the limit then is uI
c(t) = log 1−t1+c

1+c
(see KR

(2000, Theorem 4.3)).
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b) A similar result as in Corollary 3.3 (with the same stopping limits) also
holds for p = 1 if there exists exactly one index i with ci = max{cj, 1 ≤
j ≤ m} and if any of the following assumptions from Rootzen (1986,
Theorem 7.5) holds:

1) ci ≥ 0

2) F (z) = O
(
e

−|z|p
γ

)
as z → −∞ for γ such that min cjγ

1
p = maxj cj.

3) F (z) ∼ K|z|αe
−|z|p

γ for γ such that minj cjγ
1
p = maxj cj.

This class contains for p = 1 the exponential distribution.

c) Related stopping results also hold true for the class Sr(γ). Let ωF = ∞
for some distribution function F on IR. Then F ∈ Sr(γ) for some γ ≥ 0

if limx→∞
1−F∗F (x)
1−F (x)

= d ∈ (0,∞) and limx→∞
1−F (x−y)
1−F (x)

= eγy, ∀y ∈ IR.

Sr(0) contains the log-normal distribution as well as the distribution func-

tion F defined by 1− F (x) = e−
x

(log x)α , x > 1, α > 0.

If F = Fα,p, p ∈ (0, 1), then F ∈ Sr(0). If F = Fα,p, p = 1, α < −1, then
F ∈ Sr(1) (see Davis and Resnick (1988)).

Also, if F ∈ D(Λ) ∩ Sr(γ) is integrable cj > 0 for all j, then point
process convergence as in (3.8) holds if γ = 0 or ci = max{cj} for some
unique index i. (In Davis and Resnick (1988) in fact a convergence result
for infinite MA-processes is proved.) As in Corollary 3.3 we obtain the
asymptotics of the stopping problem. It seems to be difficult to establish
condition (L′) for the infinite case in this example.

d) For MA-processes with polynomial tails and F ∈ D(Φα) the limiting point
processes typically are cluster Poisson processes which need a different
technique and will be dealt in short in chapter 6.

4 Hidden Markov chains (chain dependent

sequences)

Let (Jn)n∈IN be an aperiodic irreducible Markov chain with m states, tran-
sition matrix (pij)1≤i,j≤m and stationary distribution π1, . . . , πm. (Xi)i∈IN is
called hidden Markov chain (or chain-dependent) if

P (Jn = j,Xn ≤ x | J0, . . . , Jn−1, X1, . . . , Xn−1)

= P (Jn = j,Xn ≤ x | Jn−1) = pJn−1,jFJn−1(x),

for some distribution functions F1, . . . , Fm. The Markov chain Jn chooses
the distribution function at the nth state.
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Proposition 4.1 ( Point process convergence. Durrett and Resnick
(1978, Example 3.1)) Let (Xi) be chain-dependent and assume that

lim
n→∞

n
m∑
i=1

πiF i(anx+ bn) = ν(x,∞) (4.1)

for some constants an, bn and some non-degenerate measure ν on IR. Then

Nn =
n∑

i=1

ε(
i
n
,
Xi−bn

an

) D−→ N (4.2)

a Poisson process with intensity λ\[0,1] ⊗ ν where x → e−ν(x,∞) is a df of an
extreme value type.

Proof: For the proof observe that

[nt]∑
i=1

P (Xn,i > x|Fn,i−1)

=
[nt]∑
i=1

P (Xi > xan + bn|Ji−1) =
[nt]∑
i=1

(1− FJi−1
(xan + bn))

=
m∑
j=1

[nt]∑
i=1

(1− Fj(xan + bn))1{Ji−1=j}

=
m∑
j=1

#{j : Ji = j, i = 0, . . . , n− 1}(1− Fj(xan + bn))

∼
m∑
j=1

ntπj(1− Fj(xan + bn)) ∼ tν(x,∞).

This implies the result by applying Theorem 2.3. 2

We now establish approximation of the optimal stopping problem of this
class of hidden Markov chains if the limit of type Φα. Then the optimal

limiting stopping curve is given by u(t) =
(

α
α−1

) 1
α (1− t)

1
α .

Theorem 4.2 (Optimal stopping of hidden Markov chain) Assume
condition (4.1) where ν([x,∞)) = e−xα

for some α > 1 then with Tn the
optimal stopping time of the hidden Markov chain X1, . . . , Xn holds:

1)
EXTn

an
→
(

α
α−1

) 1
α

2) P
(
XTn

an
≤ x

)
→



1− x−α 1
2− 1

α

, x ≥
(

α
α−1

) 1
α

α
2α−1

(
α−1
α

)α−1
α xα−1, 0 < x <

(
α

α−1

) 1
α

0 x ≤ 0.
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3) T ′
n := inf

{
1 ≤ i ≤ n : Xi ≥

(
α

α−1

) 1
α
(
1− i

n

) 1
α

}
defines an asymptoti-

cally optimal sequence of stopping times.

Proof: For the proof we establish the conditions of Theorem 2.2.

1) Point process convergence of Nn → N is stated in Proposition 4.1.
Condition (D) for the intensity measure has been established in KR
(2000, Theorem 4.4, case c = 0)).

2) Condition (A): PNn|[t,1]|F i
n

P→ PN|[t,1] , with i = [nt−1]. Observe that

PNn(·∩[0,1]×IR)|F i
n = PNn(·∩[0,1]×IR)|J[nt−1]

=
m∑
j=1

PNn(·∩[0,1]×IR)|J[nt−1]=j1{J[nt−1]=j}

→ PN(·∩[0,1]×IR) P a.s.

For the proof we just have to repeat the arguments in the proof of
Proposition 4.1 to establish point process convergence.

3) (G) :
(
M+

n

an

)
n∈IN

is uniformly integrable. For the proof let for k ∈
{1, . . . ,m}, (Y k

i )i∈IN be iid with d.f. Fk independent of (Y j
i )i∈IN for

j ̸= k and of (Jn)n∈IN0 . Then at stage n Xi can be defined as Y k
i

with probability pJn−1,k and, therefore, Xi ≤ Y 1
i ∨ . . . ∨ Y m

i . With
Gj = 1∧ 1

πj

∑m
i=1 πiF i holds F j ≤ Gj and Gj ∈ D(Φα). Therefore, there

exist iid r.v.s (Zj
i )j∈IN, Z

j
i ∼ Gj, Z

j
i ≥ Y j

i , and P Y j
i ∈ D(Φα). This

implies uniform integrability of
{

1
an
Y k
1 ∨ . . . ∨ Y k

n

}
, 1 ≤ k ≤ m, and,

therefore, of
(

1
an

m∨
k=1

n∨
i=1

Y k
i

)
. Finally this implies uniform integrability

of
(

1
an
M+

n

)
.

4) Condition (L) follows from limn→∞ EXn

an
= 0, point process conver-

gence Nn
D→ N and KR (2000, Theorem 4.4).

Now the statement of Theorem 4.2 follows from Theorem 2.2 and the
calculations in KR (2000, Theorem 4.4) for the limiting stopping problem.

2

5 Max-AR(1) sequences

Let (Yi) be an iid sequence with d.f. F ∈D(Ψα), α > 1. Further let (Zi)
be a sequence of independent r.v.s, 0 ≤ Zi ≤ 1, independent of (Yi) and let
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X0 be an r.v. with EX+
0 < ∞. A max-autoregressive process of order 1

(max-AR(1)) is defined by

Xi = Zimax{Xi−1, Yi}, i ≥ 1. (5.1)

The extremes of this process were investigated in Alpuim, Catkan, and Hüsler
(1995). Also the clustering properties of the exceedance point process in case
F ∈ D(Φα) has been investigated in that paper (see also the references there).
The cases F ∈ D(Λ), D(Ψα) do not exhibit this clustering property and so
are simpler to deal with. To derive the optimal stopping approximations
we can not apply Theorem 2.2 directly since we do not have point process
convergence of the inbedded point process to a Poisson process. Instead we
argue by comparison with a related point process.

Theorem 5.1 Assume that F ∈ D(Φα), α > 1, 0 ≤ Zi ≤ 1, 1
n

∑[nt]
i=1EZα

i →
td, 0 ≤ t ≤ 1, and EZα

i ≤ β for some β < 1, then with (an) the max-
normalization of F and ân = and

α holds:

1) E
XTn

an
→
(

α
α−1

) 1
α

2) T ′
n := inf

{
1 ≤ i ≤ n : Xi ≥

(
α

α−1

) 1
α
(
1− i

n

) 1
α

}
defines an asymptotically optimal sequence of stopping times.

Proof: Define X̃i := ZiYi, i ≥ 1, then

Ñn :=
n∑

i=1

ε(
i
n
,
X̃i
an

) D→ N (5.2)

a Poisson process with intensity defined by µ([0, t]× [x,∞)) = tx−α.
For the proof of (5.2) we establish the condition of Theorem 2.3. Let

1− F (x) = L(x)x−α with some L ∈ RV0, then

P (YiZi > xân) =
∫
P
(
Yi > ân

x

zi

)
dPZi(zi)

=
∫
L
(
x
ânx

zi

)(
xan
zi

)−α 1

d
dPZi(zi)

=

(∫
L
(
x
ân
zi

)(
1

zi

)−α

dPZi(zi)

)
x−αa−α

n

1

d
.

Therefore,

[nt]∑
i=1

P (YiZi > xân) =
[nt]∑
i=1

∫
L
(
x
ân
zi

)(
1

zi

)−α

dPZi(zi)x
−αa−α

n

1

d

∼ x−α

d

1

n

[nt]∑
i=1

∫
Zα

i dP −→ tx−α.
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Finally,

sup
1≤i≤n

{P (X̃i > xân)} ≤ sup
1≤i≤n

{P (Yi > xân)} → 0.

This implies (5.2) by Theorem 2.3 on point process convergence.

The point process N fulfills (D) and
(

M̃+
n

an

)
n∈IN

, is uniformly integrable.

The optimal stopping curve of N is u(t) = uII
α (t) =

(
α

α−1

) 1
α (1− t)

1
α (cf.

KR (2000, Theorem 4.4)). Further, by the approximation result for optimal
stopping of independent sequences, KR (2000, Theorem 4.4),

T̃ ′
n := inf

{
i : X̃i ≥ ânu(

i

n
)
}

(5.3)

is asymptotically optimal and

E
X

T̃ ′
n

an
→ u(0). (5.4)

This implies that u(0) is a lower bound for the asymptotically optimal stop-
ping value of Xi.

In the next step we prove that

lim sup
n→∞

1

ân
Eγn,1 ≤ u(0). (5.5)

i.e. u(0) is in fact identical with the asymptotically optimal stopping value.
For the proof note that

X[nt] ≤ Mn,0,[(n−
√
n)t]

[nt]∏
i=[(n−

√
n)t]

Zi ∨Mn,[(n−
√
n)t]+1,[nt]

and

Mn,[(n−
√
n)t]+1,[nt]

an

P−→ 0.

From Mn = X1 ∨ Y2Z2 ∨ . . . ∨ YnZn and KR (2000, Proposition 4.1) we

obtain that
(
M+

n

an

)
n∈IN

is uniformly integrable. Then
(
Mn,0,[(n−

√
n)t]

an

)
converges

in distribution and in L1 and E
∏[n,t]

i=[(n−
√
n)t] Zi ≤ β

√
n−1 → 0, which implies∏[nt]

i=[(n−
√
n)t] Zi

P−→ 0 since 0 ≤ Zi ≤ 1. Together we obtain that

E
X[nt]

an

P−→ 0. (5.6)

Since Mn,[ns],[nt] = X[ns] ∨ Y[ns]+1Z[ns]+1 ∨ . . . ∨ Y[nt]Z[nt] this implies

P
Mn,[ns],[nt]−bn

an
|F[ns]−1 D−→ PMs,t (5.7)
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Convergence as in (5.7) was the basic starting step in the proof of Theorem
2.2. Following the further steps of this proof we obtain (5.5). Obviously
stopping of Xi majorizes stopping of X̃i and equality holds in (5.5); i.e. part
1) is proved.

To prove asymptotic optimality of T ′
n we have to establish that

E
XT ′

n

ân
→ u(0). (5.8)

To that purpose we prove that T ′
n only stops asymptotically at time points

where Xi = X̃i. Define T ′′
n = sup{i ≤ T ′

n : Xi = X̃i}. Then

P (T ′′
n = T ′

n) → 1 (5.9)

We prove (5.9) by contradiction. By definition XT ′′
n
≥ XT ′′

n+1 ≥ . . . ≥ XT ′
n
.

W.l.g. assume that
(

T ′
n

n
,
XT ′

n

ân
, T

′′
n

n
,
XT ′′

n

ân

)
D→ (T ′, y, T ′′, y′′), assume pointwise

convergence for all ω ∈ Ω and yk ̸= u(τk), ∀k ∈ IN, τi ̸= τj, i ̸= j. Let T be

the optimal stopping time of N and let T ′
n(ω)−T ′′

n (ω)
n

→ 0, then

T ′
n(ω) = T ′′

n (ω) for all n > nω. (5.10)

For the proof note that T̃ ′
n

n
→ T and T < 1 a.s. Since Xi ≥ X̃i, T

′
n ≤ T̃ ′

and so T ′ < 1 a.s. This yields T ′(ω) = T ′′(ω) and by continuity y′(ω) ≤
u(T ′(ω)) and, therefore, y′′(ω) ≥ u(T ′(ω)). By the first part of the proof
(T ′′(ω), y′′(ω)) can be assumed to be a point of N . Therefore, we obtain

from (D) that y′′(ω) > u(T ′′(ω)) and so
XT ′′

n (ω)

ân
> u

(
T ′′
n (ω
n

)
for n > nω.

This implies that at time T ′′
n (ω) the condition in the definition of T ′

n(ω)
is fulfilled i.e. T ′

n(ω) = T ′′
n for n ≥ nω. Assume now that (5.8) does not

hold. Then by the previous argument P (T ′′ < T ′) > 0 i.e., there exists
q ∈ (0, 1)∩Q with P (T ′′ < q < T ′ < 1) > 0. Then from definition of T ′′

n and

the above ordering relation lim infn→∞ P
(
X[qn]

ân
> ε

)
> 0 for some ε > 0 in

contradiction to (5.6).
Thus we obtain T ′

n(ω) = T ′′
n (ω) for n > nω and, therefore, T ′

n(ω) = T̃ ′
n(ω)

for n > nω which implies asymptotic optimality of T ′
n. 2

6 Some extensions to Poisson cluster

processes

The results in this paper can also be extended partially to the case where one
has point process convergence to some Poisson cluster process, as is typical
for more general MA-processes. Consider e.g. iid r.v.s (Yi) with distribution
function F ∈ D(Φα). Let α > 1, cj ∈ IR, j ∈ IN with cj ̸= 0 for at least one
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index j, say c1 ̸= 0, and
∑∞

j=1 |cj|δ < ∞ for some 0 < δ < 1. Consider the
infinite MA-process

Xi =
∞∑
j=1

cjYi+1−j. (6.1)

Assume any of the following conditions:

1) cj ≥ 0 for all j

2) cj ≤ 0, for all j and also F (0− ·) ∈ D(Φα)

3) P (|Y1| > x) ∈ RV−α, and limx→∞
P (Y1>x)
P (|Y1|>x)

= p exists. If p = 1 then
cj > 0 for some j; if p = 0 then cj < 0 for some j.

Under any of these conditions point process convergence holds on [0, 1]×
(0,∞]

Nn =
n∑

i=1

ε( i
n
,
Xi
αn
)

D−→ N =
∞∑
k=1

∞∑
i=1
ci ̸=0

ε(τk,ciyk) (6.2)

where N ′ =
∑

ετk,yk is a Poisson process with intensity µ = λ\[0,1] ⊗ ν with
ν([x,∞]) = x−α (see Resnick (1987, Chapter 4.5)).

So the limiting point process N is a Poisson cluster process with deter-
ministic cluster based on the underlying Poisson process N ′. For the optimal
stopping we will observe at stage n approximatively these limiting clusters
and so it is intuitively clear that essentially the underlying Poisson process
determines asymptotically the optimal stopping problem. At any observed
large point one should wait until the point of the cluster arrives with the
biggest coefficient. This program can be made precise and the method of
the proof of Theorem 2.2 can be extended to yield the following theorem
which we only formulate under conditions 1), 2) (details of the argument
will be given elsewhere).

Theorem 6.1 Consider the infinite moving average process in (6.1) with
F ∈ D(Φα), α > 1 and either condition 1) or 2). Also assume w.l.g. that
supi{|ci|} = 1. Then we obtain

1)
EXTn

an
→
(

α
α−1

) 1
α ,

2) P
(
XTn

an
≤ x

)
→


1− x−α 1

2− 1
α

, x ≥
(

α
α−1

) 1
α

α
2α−1

(
α−1
α

)α−1
α xα−1, 0 < x <

(
α

α−1

) 1
α

0, x ≤ 0.
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Define m = inf{i : ci = supj{|cj|}}, w = sup{i; |ci| ≥ |c1|}, then

T ′
n := inf

{
i ≥ w + 1 : Xi ≥ an

c1
cm

uII
α

(
i

n

)
, (6.3)

Xi−1 ∨ . . . ∨Xi−w <
1

2
an

c1
cm

uII
α

(
i

n

)}
+m− 1

defines an asymptotically optimal sequence of stopping times. Here uII
α (t) =(

α
α−1

) 1
α (1− t)

1
α

uII is the optimal stopping curve of the underlying Poisson process N ′

and the stopping sequence T ′
n , is defined according to the idea sketched

above.
The case of random clusters in the limiting process is technically more

involved even if the basic idea again is simple. When reaching a large random
cluster one compares the first observed point with the max expected value
of the points in the cluster to come. This max however is not fixed but
has to be estimated from an initial small part of the data like the first

√
n

of the data. The details are somewhat technically involved and have been
done in Kühne (1997) for the case of processes of the form Xi = Yi + Yi−1

with a random cluster of two points in the limit and Xi = Yi + bYi−1 + Yi−2

with a three point random cluster for F ∈ D(Λ) ∩ Sr(1). The method
extends to more general cases. The formulation of the asymptotically optimal
stopping time is somewhat involved but the leading idea again is to reduce
this problem essentially to the underlying Poisson process and modify the
optimal stopping curve by consideration of the cluster structure.
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