We develop the importance of the local structure of the estimation model to the theory of unbiased estimation, especially, in the case of large nonparametric models. On one side this gives us an useful tool for the construction of MVUE, justifying already in the finite theory intuitively appealing construction methods, which are known from the asymptotic theory. On the other side our results show under general conditions, that UMVUE typically are asymptotically efficient and, furthermore, that asymptotically efficient estimators are obtained from MVUE for a linearized estimation functional combined with an adaption procedure.
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1. INTRODUCTION

In the theory of unbiased estimation many examples are known, where unbiased estimators are very bad and, more worse, where unbiased estimators do not exist (e.g. in many models involving nuisance parameters). Furthermore, for bounded loss functions the principle of MVUE is not effective as was demonstrated by Basu (1955). A beautiful presentation of the relation of unbiasedness with different estimation principles can be found in the recent book of Lehmann (1983).

On the other hand it was shown by Sharma (1973) and Portnoy (1977), that UMVUE in regular exponential families typically are asymptotically equivalent to the MLE and, therefore, are asymptotically efficient. So the bad behaviour in these cases is due to too small sample sizes. We want to show that this behaviour extends to a general class of estimation problems, especially in nonparametric models, and that on the other side MVUE lead in a natural way to a construction method for asymptotically
In the asymptotic theory the importance of the local structure was impressively demonstrated in the LAN-theory of Le Cam and Hajek for parametric models, while for general models one can find a convincing and far reaching presentation in the recent book of Pfanzagl (1982). We want to show, that the local structure is already important in the finite unbiased theory, at least for large nonparametric models.

2. UNBIASED ESTIMATION AND TANGENT CONES

Let \( P \) be a class of probability measures on \( (X, \mathcal{B}) \) and \( g: P \to \mathbb{R}^1 \) a function which we want to estimate assuming a quadratic loss. The leading idea of the following construction method of minimum variance unbiased estimators (MVUE) of \( g \) is that the local structure of \( P \) contains essential information on the estimation problem at least in large nonparametric models.

We shall concentrate in this paper on the first order tangent cones and, therefore, to linear estimation functionals \( g; \) nonlinear estimation functionals and the corresponding higher order tangent structure will be treated in a forthcoming paper. For \( P \in P \) let \( T(P, P) \subseteq L^2(P) \) denote the set of all tangent vectors at \( P \) in \( P \), i.e. the set of all \( h \in L^2(P) \) such that there exists a path \( (P_t)_{t \geq 0} \subseteq P \) with

\[ \begin{align*}
\text{a) } & P_0 = P \\
\text{b) } & \left| \left| 2 \left( \frac{dP_t}{dP} \right)^{2/3} - 1 \right| - \theta \right| = o(t) \\
\text{c) } & P_t \left( \frac{dP_t}{dP} = \theta \right) = o(t^2) \quad \text{for } t \to 0
\end{align*} \]

\( \left| \left| . \right| \right| \) denoting the norm in \( L^2(P) \), \( \frac{dP_t}{dP} \) the generalized Radon Nikodym derivative.

For the general theory of \( L^2 \)-differentiation we refer to Pukelsheim (1981) and Witting (1985). The importance of \( L^2 \)-differentiation and of the concept of tangent cones in asymptotic estimation theory was fully established by Pfanzagl (1982) where one can find many parametric and nonparametric examples for the calculation of \( T(P, P) \).

If \( (P_t)_{t \geq 0} \in P \) and \( h, \frac{dP_t}{dP} \in L^2(P), t \geq 0 \) such that

\[
\left| \frac{dP_t}{dP} - 1 \right| = o(t) \quad \text{and} \quad P_t \left( \frac{dP_t}{dP} = \theta \right) = o(t^2)
\]

then \( h \in T(P, P) \). We remark that derivatives in the sense of (2) have been considered by Barankin (1949) and Parzen (1959) in parametric model in connection with unbiased estimation. We extend this result to the general nonparametric case. Define

\[
T'(P, P) = T(P, P) \cup \{ 1 \}
\]

the constant 1 corresponding to the derivative 0 of the constant path \( P_t = P \), \( t \geq 0 \). Furthermore let

\[
D_g = \{ d \in L^2(P); \left( \frac{d}{dP} = g(P), \forall P \in P \right) \}
\]

be the set of all unbiased estimators of \( g \) which are square integrable w.r.t. \( P \) and \( D_0 = D_0(P) \) the corresponding class of estimators of zero

Theorem 1.

a) \( D_0 \subseteq \bigcap_{P \in P} T'(P, P) \)

where \( T'(P, P) = \{ h \in L^2(P); \left( \frac{dP_t}{dP} = 0, \forall P \in T(P, P) \right) \} \).

b) Let \( H_p := \mathrm{cl} T'(P, P) \) - the closure of the linear space generated by \( T(P, P) \) in \( L^2(P) \), if \( d \in D_g \cap H_p \), then \( d \) is MVUE for \( g \) in \( P \).

Proof. a) Let \( h \in D_0 \) and \( f \in T(P, P) \), then there exists a path \( (P_t)_{t \geq 0} \subseteq P \) with \( P_0 = P \) and \( L^2 \)-derivative \( f \). The function \( F(t) := \int h dP_t, t \geq 0 \) is differentiable in 0 with \( P'_{t}(0) = \int h dP \) (cf. Pukelsheim (1981), Pfanzagl (1982), Prop. 5.1.5 and Witting (1985), Satz 1.179, 1.190). Since \( F(t) = 0 \), we obtain \( 0 = F'(0) \) i.e. \( h \) is orthogonal to \( f \). Since by assumption \( h \) is orthogonal to 1 we obtain \( D_0 \subseteq T'(P, P) \).
b) Since by a) \( D_0 \subseteq T^\perp(P, P) \) we get
\[
H_p = \text{cl} < T^\perp(P, P) > = \left( T^\perp(P, P) \right)^{\perp} \subseteq D_0^\perp.
\]

Therefore, by the covariance method any \( d^* \in H_p \) is MVUE for \( g \) in \( P \).

Corollary 1. If for all \( P \in \mathcal{P} \)
\[
H_p = L^2(P), \quad \text{then } D_0(P) = \{0\}
\]
i.e. the class \( P \) is \( L^2 \)-complete. (\{0\} denotes the set of all functions which are equal to 0 in \( P \).)

Remark 1. a) A model with the property (5) is called a full model. Typical examples of full models are robust models (e.g. variation neighbourhood models or e.g. absolutely continuous distributions on \((\mathbb{R}^k, \mathcal{B}^k)\) w.r.t. \( \lambda^k \)).

b) By Theorem 1 the following method is proposed: For \( d \in D_g \) determine the projection \( \tilde{d} \) on \( H_p \). If \( \tilde{d} \in D_g \), then \( d \) is MVUE for \( g \). If \( \tilde{d} \notin \bigcap_{P \in H_p} H_p \), then it is UMVUE for \( g \). The chance to find such an element is especially good, if \( T^\perp(P, P) \) is independent of \( P \in \mathcal{P} \). This projection method turns out to be especially effective when projectioning an optimal estimator from a larger model down to the actual model, in this way obtaining a finite version of the projection method known from asymptotic statistics.

3. EXAMPLES

a) Linear restrictions

Let \( f_i: (X, \mathcal{B}) \to (\mathbb{R}^k, \mathcal{B}^k), \quad 1 \leq i \leq k, \)
\[
P = \{ P \in \mathcal{P} : f_i \in L^2(P), \quad \int f_i dP = 0 \}, \quad 1 \leq i \leq k, \quad \text{and } P = \bigcap_{i=1}^k P_i.
\]

Then for \( P \in \mathcal{P} \)
\[
T(P, P) = \left< f, f \right>_{P, P} = \sum_{i=1}^k \langle f, f_i \rangle_{P_i}.
\]

Proof. For \( h \in T(P, P) \) let \( (P_t) \subset P \) be a path with \( P_0 = P \) and tangent vector \( h \), then with \( F(t) = \int_{P_t} f dP \) we obtain as in the proof of Theorem 1, \( 0 = F'(0) = \int_{P_t} f dP \) i.e. \( h \in < f >_{P_t} \).

If, conversely, \( h \in < f >_{P_t} \), let \( h_t \in < f >_{P_t} \) satisfy, \( t \mid h_t - h \mid \to 0 \) and \( th_t \geq -1 \) and define \( P_t = (1 + th_t)P_0 \). Then \( (P_t) \) is a path in \( P_t \) with tangent vector \( h \) by (2), i.e. \( h \in T(P, P_t) \).

As in Pfanzagl (1982), pg. 118, one now obtains
\[
T(P, P) = \bigcap_{i=1}^k T(P, P_i) = \bigcap_{i=1}^k < f_i >_{P_i}.
\]

Define for \( c \in \mathbb{R}^k \) and \( d \in D_g \)
\[
d_c = d + c^T f, \quad f := (f_1, \ldots, f_k)^T
\]
and \( G_p = (\langle f_i, f_j \rangle dP) \) - the 'information' matrix of \( P \) in \( P \).

Proposition 2.

a) \( D_0 = \left< f_1, \ldots, f_k \right> \).

b) If \( c \in \mathbb{R}^k \) solves the equation
\[
(c^*)^T G_p + E_p d = 0,
\]
then \( d_{c^*} \) is MVUE for \( g \) in \( P \).

c) \( d^*(x_1, \ldots, x_n) = \frac{1}{n} \sum_{i=1}^n d_{c^*}(x_i) \) is MVUE for \( g(Q) \) in \( P^n \) w.r.t.
\[
P^n = \{ (P_i, P) : P \in \mathcal{P} \}.
\]

Proof. a) From Theorem 1 and (7)
\[
D_0 \subseteq \bigcap_{P \in \mathcal{P}} T(P, P)^\perp = \left< f_1, \ldots, f_k \right> \quad \text{the converse inclusion is obvious}.
\]
b) By a) we obtain
\[
D_g = \{ d_{c^*} : c \in \mathbb{R}^k \}.
\]
So by the covariance method \( d_{c^*} \) is MVUE in \( P \) if and only if
\[ c^T E_p df + (c^*)^T G_p c = 0 \quad \text{for all } c \in \mathbb{R}^k, \quad \text{or, equivalently} \]
\[ E_p df + (c^*)^T G_p = 0. \]

\( c^T E_p df + (c^*)^T G_p c = 0 \) for all \( c \in \mathbb{R}^k \), or, equivalently \( E_p df + (c^*)^T G_p = 0 \).

\[ \text{The tangent space of } p_n \text{ in } p^n \text{ is} \]
\[ T(p^n, p^n) = \left\{ \sum_{i=1}^{n} h(x_i); h \in T(P, P) \right\}. \]

Since \( d^*(x) = \frac{1}{n} \sum_{i=1}^{n} c^*(x_i) \in D \cap H \), \( P_n \) is

Theorem 1 implies its optimality in \( P_n \).

We remark that \( D_n(p^n) \) has been characterized by Hoeffding (1977) as the set of all functions of the form \( \sum_{i=1}^{k} \sum_{j=1}^{n} f_i(x_j) h_{ij}(x(j)) \), where \( x(j) = (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n) \). The formulation in terms of tangent cones allows many modifications. To give a concrete example: Let \( X = \mathbb{R}^r, P_0 = (P \in M(\mathbb{R}^r, \mathbb{R}^r)); P \) symmetric around \( 0, f \in L^2(P), \int f dP = 0, 1 \leq s \leq k \), then for \( P \in P_n \) we get

\[ T(p^n, p_0) = \left\{ \sum_{i=1}^{n} h(x_i); h \in T(p^n, p^n); h \text{ symmetric around } 0 \right\}. \]

Therefore, defining

\[ \tilde{d}(x_1, \ldots, x_n) = \frac{1}{2n} \sum_{i=1}^{n} d^*(x_i) + d^*(-x_i) \]

we obtain \( \tilde{d} \in D \cap T(p^n, p^n) \) and, therefore, by Theorem 1 \( \tilde{d} \) is MVUE for \( g \) in \( p^n \) w.r.t. \( p_0 \).

\( d \) is MVUE for \( g \) in \( p^n \) w.r.t. \( p_0 \).

\( d \) is MVUE for \( g \) in \( p^n \) w.r.t. \( p_0 \).

\( d \) is MVUE for \( g \) in \( p^n \) w.r.t. \( p_0 \).

b) \textbf{G-invariant distributions}

Let \( G \) be a finite group of measurable transformations of \( (X, B) \) and let \( P \) be a large subset of all distributions which are invariant w.r.t. \( G \), large meaning, that \( P \) has the same tangent cone as the full model has, i.e., for \( P \in P \)

\[ T(P, P) = \{ h \in L^2(P); h * g = h[P] \text{ for } g \in G, \int h dP = 0 \} \]

Let for \( f \in L^2(P), \varphi(P) = \int f dP. \) Without any 'essential' restrictions on \( P \) the UMVUE of \( g(P) \) after \( n \) independent observations would be

\[ \tilde{d}_n(x) = \int f dP_{n, x} = \frac{1}{n} \sum_{i=1}^{n} f(x_i), \text{ where} \]

\[ P_{n, x}(B) = \frac{1}{n} \sum_{i=1}^{n} \indic_{B}(x_i) \] is the empirical measure. According to our general idea we consider

\[ \tilde{P}_{n, x}(B) = \frac{1}{n|G|} \sum_{g \in G} g^{-1}(B)(x_i), \]

the projection of \( P_{n, x} \) on \( P \).

\textbf{Proposition 3.} For \( f \in L^2(P) \) is

\[ \tilde{d}(x) = \int f dP_{n, x} = \frac{1}{n|G|} \sum_{g \in G} g^{-1}(B)(x_i) \]

the UMVUE for \( g(P) = \int f dP \).

\textbf{Proof.} Since \( T(p^n, p^n) = \left\{ \sum_{i=1}^{n} h(x_i); h \in L^2(P), h * g = h[P], g \in G \right\} \)

\[ \tilde{d} \in D \cap T(p^n, p^n) \]. Therefore, by Theorem 1, \( \tilde{d} \) is UMVUE.

\textbf{Special case.} 1) If \( (X, B) = (\mathbb{R}^r, \mathbb{B}^r), G = \langle \text{id}, s \rangle, \) where \( s(x) = -x, x \in \mathbb{R}^r \), then \( P \) is a large subclass of the distributions which are symmetric around \( 0 \). If \( f = \indic_{(-\infty, 0)} \), then the UMVUE for \( g(p^n) = P_p(x_0) \) is

\[ \tilde{P}_{n, x}(x_0) = \frac{1}{2n} \sum_{i=1}^{n} \indic_{(-\infty, 0)}(x_i) + \indic_{(-\infty, 0)}(-x_i) \]

\[ = \frac{1}{2n} \sum_{i=1}^{n} \indic_{(-\infty, 0)}(x_i) + \indic_{(-\infty, 0)}(-x_i) \]

the symmetrized df.

2) If \( (X, B) = (\mathbb{R}^k, \mathbb{B}^k), G = \langle \text{id}, s_k \rangle \) denotes the group of coordinate changes, then \( P \) is a large subclass of the set of symmetric
measures on \((\mathbb{R}^k, \mathcal{B}^k)\). If \(f = 1_{(-\infty, x_0]} x_1^{x_0, x_0 - 1} x_1^{y - x_0} \), then \(g(P^n) = P_{x_0, x_0} F^n(x_0) = P_{x_0, x_0} F^n(x_0)\) is the df of the marginal of \(P\). The UMVUE is

\[
F_{n, x_0} = \frac{1}{n \cdot k} \sum_{i=1}^{n} x_i j \sum_{j=1}^{k} 1_{(-\infty, x_0]}(x_{ij})
\]

(15)

where \(x = (x_1, \ldots, x_n)\), \(x_i = (x_{i1}, \ldots, x_{ik})\). We remark, that for the case that \(P\) denotes the set of all continuous symmetric probability measures one could also apply a completeness result of Smith (1969), pg. 35.

4. UNBIASED ESTIMATORS AND ASYMPTOTICALLY EFFICIENT ESTIMATORS

Consider an asymptotic estimation problem \((P^n)_{n \in \mathbb{N}}\) with iid observations and let \(g: \mathbb{P} \rightarrow \mathbb{R}^s\) be a differentiable functional which is to be estimated; differentiability of \(g\) means that for all \(P \in \mathbb{P}\) there exists \(g_P \in L^2(P)\) such that \(\|g_P\|_2 = 0\) and for all \((P_t)_{t \geq 0} \subset \mathbb{P}\) with \(P_0 = P\) and tangent vector \(h\) holds:

\[
\lim_{t \to 0} \frac{g(P_t) - g(P)}{t} = \langle g_P, h \rangle\P.\tag{16}
\]

\(g_P = g(\cdot, P)\) is called gradient of \(g\) in \(P\).

As is clear from the definition (16) a gradient is not uniquely determined. Call \(\hat{g}_P(\cdot, P) = \hat{g}_P\) a canonical gradient if \(\hat{g}_P\) is a gradient and if \(\hat{g}_P \in \text{cl}\text{cT}^\gamma(P, P)\); i.e. \(\hat{g}_P\) is the (unique) projection of any \(g_P\) on \(\text{cl}\text{cT}^\gamma(P, P)\).

An estimator sequence is called asymptotically efficient (of first order) if it is as median-unbiased and as \(N(0, \sigma^2(P))\) distributed, with \(\sigma^2(P) = \mathbb{E}_P(\hat{g}(\cdot, P))^2\). The typical as. eff. estimator sequences have a stochastic expansion of the form

\[
\sqrt{n}(d_n - g(P)) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{g}(x_i, P) + o_P(1).
\]

(17)

If \((d_n)\) is a UMVUE sequence for \(g\) constructed according to Theorem 1, then \((d_n)\) is as. efficient.

Proposition 4. Let \(d_n \in D_g(P^n)\) satisfy

\[
d_n(x) = \frac{1}{n} \sum_{i=1}^{n} h(x_i), h \in \bigcap_{P \in \mathbb{P}} H_p, n \in \mathbb{N}\,
\]

then \((d_n)\) is asymptotically efficient.

\textbf{Proof.} Since \(d_n \in D_g(P^n), n \geq 1\) we have for \(F \in P\), \(d_n(x) = g(P) + f_n(x) = h(x), i.e. \int f_n dQ = h(x) = \int f_n dQ = \int f_n dQ\) for all \(Q \in P\), implying, that \(f_n = \hat{g}\) is the canonical gradient of \(g\). By the CLT

\[
\sqrt{n}(d_n - g(P)) \xrightarrow{D} N(0, \sigma^2_{g, P})\P.
\]

i.e. \((d_n)\) is as. efficient.

Proposition 4 shows that the phenomenon detected by Sharma (1977) holds true in very general situations (at least for linear estimable functionals \(g\)). Loosely speaking one can say that for large nonparametric models UMVUE are typically as efficient.

Let \(\delta(Q, P) = \frac{1}{2} \int \frac{dQ}{dP} \log \frac{dQ}{dP} - 1\) denote the Hellinger distance \(\|dQ - dP\|\) in \(L^2(P)\). \(g_P \in L^2(P)\) is called a strong gradient of \(g\) in \(P\) w.r.t. \(\delta\) if \(\int g_P dQ = 0\) and

\[
g(Q) - g(P) = \int g_P dQ + o(\delta(Q, P))\P.
\]

\text{Q} = \int \frac{dQ}{dP} = \int \delta(Q, P)^2\P.

As in Pfanzagl (1982), pg. 66, if \(g_P\) is a strong gradient, then \(g_P\) is a gradient.

Since for nonlinear functionals there are no unbiased estimators (in our context) we consider for strongly differentiable \(g\) a linearization

\[
\hat{g}(Q) = g(P) + \int g_P dQ\P.
\]
of \( g \) which approximates \( g(Q) \) for \( P \) near to \( Q \) w.r.t. \( \delta \). For linear functionals \( g(Q) = \int f d q \) as considered in section 2 we have \( \hat{g}(Q) = g(Q) \). By Theorem 1 the MVUE of \( \hat{g} \) in \( P^n \) is

\[
d_n^*(x) = \hat{d}_n^*(x,P) = g(P) + \frac{1}{n} \sum_{i=1}^{n} \hat{g}_i(x_i).
\] (20)

We can now try to make the MVUE \( \hat{d}^*_n \) to a global estimator by an adaptation-step namely by replacing the unknown \( P \) by a 'good' estimator \( P_n = P_n(\cdot,x) \), good means according to (18), that \( P_n \) should approach \( P \) w.r.t. Hellinger distance at a certain order. Define

\[
\tilde{d}_n(x) = \hat{d}_n(x,P_n(\cdot,x)) = g(P_n(\cdot,x)) + \frac{1}{n} \sum_{i=1}^{n} \hat{g}_i(x_i,P_n(\cdot,x));
\] (21)

\( \tilde{d}_n \) should be a good estimator for \( g(P) \) since by (18)

\[
g(P) = g(P_n) + \int \hat{g}(\cdot,P_n) dP = \hat{d}_n(x)
\] (21) is identical with the 'improved estimator sequence' generalizing the improvement procedure based on the Newton–Raphson approximation to the solution of the maximum likelihood equation. This procedure was introduced by Pfanzagl (1982), 11.4.2 and shown in many examples to lead to asymptotically efficient estimators. In contrast to the usual motivation for (21) namely to improve \( P_n \), we come to equation (21) by trying to make a MVUE in \( P^n \) (for \( \hat{g} \)) to a global estimator. Extension of this idea to the construction for higher order approximations of \( g \) and to higher order improvements will be considered a forthcoming paper.

Example. Let \( P_0 = \{ P \in M^1(\mathbb{R}^1, \mathbb{B}^1) \}, /x^2 dP = m_2, /x^m dP \ll * \) and let \( g(P) = /x dP =: m_1(P) \). By Proposition 2 the MVUE for \( g(Q^n) = m_1(Q) \) in \( P^n \) is

\[
d_n^*(x_1, \ldots, x_n) = \frac{1}{n} \sum_{i=1}^{n} (x_i - c^*(x_i^2 - m_2))
\] (22)

with \( c^* = m_2 - m_1^* \), \( m_1^* \) denoting the \( i \)-th moment of \( \int (x^2 - m_2)^2 dP \). The adaption step would now yield

\[
\tilde{d}_n(x_1, \ldots, x_n) = \frac{1}{n} \sum_{i=1}^{n} (x_i - m_2 - m_1^* (x_i^2 - m_2))
\]

where \( m_1^* = \frac{1}{n} \sum_{i=1}^{n} x_i, \) \( m_2^* = \frac{1}{n} \sum_{i=1}^{n} (x_i^2 - m_2^2) \) are the corresponding sample moment estimators of the moment of the distributions.
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