MULTIPLE CURVE LÉVY FORWARD PRICE MODEL
ALLOWING FOR NEGATIVE INTEREST RATES
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Abstract. In this paper we develop a framework for discretely compounding interest rates which is based on the forward price process approach. This approach has a number of advantages, in particular in the current market environment. Compared to the classical as well as the Lévy Libor market model, it allows in a natural way for negative interest rates and has superb calibration properties even in the presence of extremely low rates. Moreover, the measure changes along the tenor structure are simplified significantly. These properties make it an excellent base for a post-crisis multiple curve setup. Two variants for multiple curve constructions are discussed. Time-inhomogeneous Lévy processes are used as driving processes. An explicit formula for the valuation of caps is derived using Fourier transform techniques. Based on the valuation formula, we calibrate the two model variants to market data.

Traditionally the spreads between Euribor and EONIA OIS rates were in the order of magnitude of a few basis points and therefore from the point of view of modeling could be considered to be negligible. This changed definitively with the 2007-2009 financial crisis. The beginning of the crisis can easily be dated by looking at the dynamics of these spreads for different tenors (see Figure 1). Its graph looks like a fever chart. Depending on the specific tenors, the spreads jumped to values between 40 and 70 basis points in early August 2007. The fever chart reached its peak in mid-September 2008 with the collapse of Lehman Brothers where values beyond 200 basis points were reached.

The market had realized that there is substantial risk where it had not been recognized before. The mechanism of choice of the Euribor panel banks is such that one could assume that these banks are essentially risk-free. With the crisis it became clear that these banks are prone to liquidity and credit risk as well and consequently this risk must be priced correctly. This is directly reflected in the spreads. The presence of these spreads forces the financial industry to revise the classical single curve fixed-income models and consider multiple curve approaches.

In this paper we develop such a model on the basis of the forward price process (for short forward process) in the spirit of the Lévy forward process framework introduced in Eberlein and Özkan (2005). Figure 2 shows the historical evolution of FRA rates starting in 2005 (subfigure (a)) through 2007, 2009, 2012, 2014 up to 2016 (subfigure (f)). These curves are obtained via bootstrapping from market quotes of deposits, forward rate agreements and swaps.
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Deposit rates are needed for the short end, forward rate agreements for short and mid maturities, whereas the mid and long maturity part of the term structure is derived from swap quotes. As one can clearly see, in 2007 the risky tenor-dependent curves (three months and six months) started to depart from the basic discount curve. Figures (c)-(f) show a significant spread between the basic and the three-month curve and the three-month and the six-month curve. In addition we emphasize that all three term structures are negative up to some maturity in 2016. Therefore the model to be developed has to be able to cope with negative rates and tenor-dependent term structures. The curves as shown in Figure 2 represent the starting values for the model.

As in the Libor market model (LMM) in the following the interest rates are constructed via backward induction along a discrete tenor structure. The forward process approach is chosen because it is analytically, as well as numerically, superior to the LMM, which is the industry standard as a model for discretely compounded interest rates. From the analytical point of view, the main advantage is that a more tractable measure change technique applies, which preserves the structure of the driving process and consequently allows to avoid any approximation such as the frozen drift assumption. From the economic perspective, in view of the current market environment it has to be underlined that the forward process approach allows in a natural way for negative interest rates. Since the basic quantity which is modelled is a scaled and shifted interest rate, this approach is similar in spirit to the shifted LMM, which has become the industry response to the current situation of low and negative rates. Whereas in the shifted LMM an arbitrary choice or statistical estimation of the lower boundary for negative values is required, here the range of negative rates arises from the definition of the forward process as a positive quantity (see equation (2.1) below).

Another important property is related to calibration. The increments of the driving process translate directly into increments of the interest rates, which allows for superb calibration results. This is not the case for the LMM, where the increments of the driving process are scaled by the current level of the rates (for explicit expressions see the introduction of Eberlein, Eddahbi, and Lalaoui Ben Cherif (2016)). In particular, in a market with extremely low rates this creates serious problems. Huge movements of the driving process are needed even for small changes of the rates (exploding volatility in calibration). As far as the use of Lévy processes is concerned we mention also that - compared to models driven by a Brownian motion - these processes are flexible enough to generate the empirically observable levels of correlations between rates with different maturities. This aspect has been intensively studied in Beinhofer, Eberlein, Janssen, and Polley (2011). Let us emphasize again that the forward process approach has in addition the advantage of a smooth measure change along the tenor structure.

Among the more recent papers which deal with multiple curve modelling we mention Cuchiero, Fontana, and Gnoatto (2016, 2017). In the first one an approach based on multiplicative spreads with semimartingales as driving processes is developed whereas in the second one the authors study an affine model setup. Some constraints on the state space of the driving process are needed in the latter one in order to ensure the desired behavior of the multiple curve
spreads such as positivity and monotonicity of the tenor-dependent curves. The Lévy forward price framework instead allows for full flexibility in choosing the driving process. Another multiple curve affine LIBOR model with a focus on the positivity of spreads is developed in Grbac, Papapantoleon, Schoenmakers, and Skovmand (2015). Furthermore, we mention Crépey, Grbac, and Nguyen (2012) where a single risky rate is considered in addition to the basic one in a HJM-framework. In Eberlein and Gerhart (2018) a fully fledged model with an arbitrary number of tenor-dependent curves is developed. In addition this model considers multiple curves in the context of a two-price economy and therefore allows to exploit bid and ask quotes.

For an exhaustive literature overview on multiple curve models we mention the two monographs by Henrard (2014) and Grbac and Runggaldier (2015) and the article collection by Bianchetti and Morini (2013). The idea of multiplicative spreads was introduced in Henrard (2010) and further used in Cuchiero et al. (2016, 2017), with spreads defined on continuous tenor structures in the context of a short rate (spot spreads) and a Heath-Jarrow-Morton framework.

In this paper the discretely compounded multiplicative forward spreads are modelled on a discrete tenor structure extending in a suitable manner the forward process approach. The paper is organized as follows. In Section 1 we introduce the driving process and discuss its main properties. The model is presented in Section 2. Section 3 deals with interest rate option pricing. The last section is dedicated to the implementation and calibration of the model.

1. The driving process

Let $T^* \in \mathbb{R}_+ := [0, \infty)$ be a finite time horizon and $\mathcal{B} := (\Omega, \mathcal{F}, \mathbb{P} = (\mathcal{F}_t)_{t \in [0,T^*]}, P)$ a stochastic basis that satisfies the usual conditions in the sense of Jacod and Shiryaev (2003, Definition I.1.2 and Definition I.1.3). As driving process, we consider a $d$-dimensional time-inhomogeneous Lévy process $L = (L^1, \ldots, L^d)$ on $\mathcal{B}$ with $L^i = (L^i_t)_{t \in [0,T^*]}$ for every $i \in \{1, \ldots, d\}$. This means that $L$ is an $\mathbb{F}$-adapted process with independent increments and
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**Figure 1.** Left panel: Evolution of the spreads between EURIBOR and EONIA OIS rates for different tenors. Right panel: Divergence of FRA rate and forward rate.
Figure 2. Historical evolution of the bootstrapped tenor-dependent FRA curves from market data.
absolutely continuous characteristics (abbreviated as PIIAC, see Jacod and Shiryaev (2003)). This type of stochastic processes is also known as additive processes (see Sato (1999)). We emphasise that $L$ is a $d$-dimensional semi-martingale.

Without loss of generality we can assume that the paths of each component of $L$ are càdlàg. We also postulate that each component $L^i$ starts in zero. The law of $L_t$ is determined by its characteristic function

\[
\mathbb{E}[e^{i(u,L_t)}] = \exp \left( \int_0^t \left[ i(u,b_s(h)) - \frac{1}{2} \langle u, c_s u \rangle \right. \right. \\
+ \left. \left. \int_{\mathbb{R}^d} \left( e^{i(u,x)} - 1 - i(u,h(x)) \right) F_s(dx) \right] ds \right) \quad (u \in \mathbb{R}^d).
\]

(1.1)

Here, $h$ is a truncation function, where usually one takes $h(x) = x \cdot 1_{\{|x|\leq 1\}}$, $b_s(h) = (b^1_s(h), \ldots, b^d_s(h)) : [0,T^*] \to \mathbb{R}^d$, $c_s = (c^i_s)_{i,j \leq d} : [0,T^*] \to \mathbb{R}^{d \times d}$, a symmetric nonnegative-definite $d \times d$-matrix and $F_s$ is a Lévy measure for every $s \in [0,T^*]$, i.e., a nonnegative measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ that integrates $(|x|^2 \wedge 1)$ and satisfies $F_s(\{0\}) = 0$. We denote by $\langle \cdot, \cdot \rangle$ the Euclidean scalar product on $\mathbb{R}^d$ and $|\cdot|$ is the corresponding norm. The scalar product on $\mathbb{R}^d$ is extended to complex numbers by setting $\langle w, z \rangle := \sum_{j=1}^d w_j z_j$ for every $w, z \in \mathbb{C}^d$. Thus, $\langle \cdot, \cdot \rangle$ is not the Hermitian scalar product here. We further assume that

\[
\int_0^{T^*} \left[ |b_s(h)| + \|c_s\| + \int_{\mathbb{R}^d} (|x|^2 \wedge 1) F_s(dx) \right] ds < \infty,
\]

where $\|\cdot\|$ denotes any norm on the set of $d \times d$-matrices. The triplet $(b,c,F) = (b_s,c_s,F_s)_{s \in [0,T^*]}$ represents the local characteristics of $L$. We also make the following standing assumption on the exponential moments.

**Assumption (EM).** There exist constants $M, \varepsilon > 0$ such that

\[
\int_0^{T^*} \int_{|x| > 1} \exp \langle u, x \rangle F_1(dx) dt < \infty,
\]

for every $u \in \left[-(1+\varepsilon)M, (1+\varepsilon)M\right]^d$. In particular, we assume without loss of generality that $\int_{|x| > 1} \exp \langle u, x \rangle F_1(dx) < \infty$, for all $t \in [0,T^*]$.

Assumption (EM) is equivalent to $\mathbb{E}[\exp\langle u, L_t \rangle] < \infty$ for all $t \in [0,T^*]$ and $u \in \left[-(1+\varepsilon)M, (1+\varepsilon)M\right]^d$. We will consider interest rate models with underlying processes that are exponentials of stochastic integrals with respect to $L$. These underlying processes have to be martingales under the risk-neutral measure. Therefore, a priori they have to have finite expectations which is exactly guaranteed by assumption (EM). An immediate consequence of (EM) is that the random variable $L_t$ has finite expectation. Therefore, the representation
(1.1) simplifies and can be written as
\[
E[e^{i(u,L_t)}] = \exp \left( \int_0^t \left[ i(u,b_s) - \frac{1}{2} \langle u, c_s u \rangle \right] ds + \int_{\mathbb{R}^d} \left( e^{i(u,x)} - 1 - i(u,x) \right) F_s(dx) ds \right). \tag{1.2}
\]

We emphasise that the characteristic \( b \) is now different from the one in (1.1). We will always work with the local characteristics \((b,c,F)\) that appear in (1.2).

Another implication of assumption (EM) is that the process \( L \) is a special semimartingale. Thus, its canonical representation is given by the simple form
\[
L_t = \int_0^t b_s ds + \int_0^t \sqrt{c_s} dW_s + \int_0^t \int_{\mathbb{R}^d} \left( e^{i(z,x)} - 1 - \langle z, x \rangle \right) F_s(dx) ds \tag{1.3}
\]
(see Jacod and Shiryaev (2003, Corollary II.2.38)), where \( W = (W_t)_{t \in [0,T^*]} \) is a standard \( d \)-dimensional Brownian motion, \( \sqrt{c_s} \) is a measurable version of the square root of \( c_s \), and \( \mu^L \) is the random measure of jumps of \( L \) with compensator \( \nu(ds,dx) = F_s(dx)ds \). Obviously, the integrals in (1.3) should be understood componentwise. We stress that assumption (EM) is valid for all processes of interest in implementing the model. In particular (EM) holds for processes that are generated by generalised hyperbolic distributions. The (extended) cumulant process associated with the process \( L \) under the probability measure \( P \) is denoted by \( \theta_s \) and given by
\[
\theta_s(z) = \langle z, b_s \rangle + \frac{1}{2} \langle z, c_s z \rangle + \int_{\mathbb{R}^d} \left( e^{i(z,x)} - 1 - \langle z, x \rangle \right) F_s(dx)
\]
for every \( z \in \mathbb{C}^d \) where this function is defined which requires that \( \text{Re}(z) \in [-((1+\epsilon)M,(1+\epsilon)M]^d \). A detailed analysis of the cumulant process for semimartingales is given by Kallsen and Shiryaev (2002). Note that if \( L \) is a (homogeneous) Lévy process, i.e. if the increments of \( L \) are stationary, the triplet \((b_s,c_s,F_s)\) and thus also \( \theta_s \) do not depend on \( s \). In this case, we write \( \theta \) for short. It then equals the cumulant (also called log moment generating function) of \( L_1 \).

2. Multiple curve Lévy forward price model

2.1. Basic curve. Let \( \mathcal{T} := \{T_0, \ldots, T_n\} \) denote an arbitrary discrete tenor structure with \( n \in \mathbb{N} \) and \( 0 \leq T_0 < T_1 < \cdots < T_n = T^* \). For any \( k \in \{1, \ldots, n\} \) we set \( \delta^k := \delta(T_{k-1}, T_k) \) to be the year fraction between dates \( T_{k-1} \) and \( T_k \) according to a specified day count convention (see Brigo and Mercurio, 2006, section I.1.2). We assume that the tenor structure is equidistant and we may therefore specify \( \delta := \delta^k \) for every \( k \in \{1, \ldots, n\} \). Thus, the considered discrete tenor structure \( \mathcal{T} \) is unambiguously related to tenor \( \delta \).

We denote by \( B_t^k(T) \) the price at time \( t \) of a bond maturing at \( T \). For each pair of consecutive dates \( T_{k-1}, T_k \in \mathcal{T} \) with \( k \in \{1, \ldots, n\} \), we define the
discretely compounded forward reference rate at time $t \leq T_{k-1}$ by

$$L^d(t, T_{k-1}, T_k) := \frac{1}{\delta} \left( \frac{B^d_0(T_{k-1})}{B^d_0(T_k)} - 1 \right)$$

and the forward price corresponding to this reference rate is specified as

$$F^d(t, T_{k-1}, T_k) := \frac{B^d_0(T_{k-1})}{B^d_0(T_k)}.$$

Obviously, we have the relation

$$F^d(t, T_{k-1}, T_k) = 1 + \delta L^d(t, T_{k-1}, T_k). \quad (2.1)$$

The interest rate curve corresponding to the reference rate $L^d$ will be referred to as basic or discount curve. Hereafter, the aim is to develop a tractable model for the forward price process $F^d(\cdot, T_{k-1}, T_k)$. Note that modelling the forward price processes means specifying the dynamics of ratios of successive bond prices.

Let $L^{T^*} = (L^{1,T^*}, \ldots, L^{d,T^*})$ be a time-inhomogeneous Lévy process defined on the stochastic basis $(\Omega, \mathcal{F}_{T^*}, \mathbb{F} = (\mathcal{F}_t)_{t \in [0,T^*]}$, $P^{d,T^*}$) with local characteristics $(0, c_t, F^d_{T^*})$ and satisfying the exponential moment condition $(EM)$. This process will be used as driving process of the model. We interpret the probability measure $P^{d,T^*}$ as the forward martingale measure associated with the basic curve and settlement date $T^*$. The following two ingredients are needed to develop the model for the basic curve.

**(DFP.1)** The initial term structure of bond prices $B^d_0$ defined by

$$B^d_0 : \begin{cases} 
[0, T^*] \to (0, \infty) \\
T \mapsto B^d_0(T) 
\end{cases}$$

is given.

The bootstrapping method considered by Ametrano and Bianchetti (2013) can be used to construct the initial term structure. One typically takes the quotes of OIS rates to derive this curve. The starting values of the forward processes are then obtained by the relation

$$F^d(0, T_{k-1}, T_k) = \frac{B^d_0(T_{k-1})}{B^d_0(T_k)}, \quad \text{for every } k \in \{1, \ldots, n\}. \quad (2.2)$$

**(DFP.2)** For any maturity $T_{k-1} \in \mathcal{T}$ with $k \in \{1, \ldots, n\}$ there is a bounded, continuous and deterministic function $\lambda^d(\cdot, T_{k-1})$ given by

$$\lambda^d(\cdot, T_{k-1}) : \begin{cases} 
[0, T^*] \to \mathbb{R}^d_+ \\
t \mapsto (\lambda^{d,1}(t, T_{k-1}), \ldots, \lambda^{d,d}(t, T_{k-1})) 
\end{cases}$$

which represents the volatility of the forward process $F^d(\cdot, T_{k-1}, T_k)$. We require that

$$\sum_{k=1}^n \lambda^{d,j}(t, T_{k-1}) \leq M, \quad \text{for all } t \in [0, T^*] \text{ and } j \in \{1, \ldots, d\},$$

where $M$ is the constant from assumption $(EM)$, and we set $\lambda^d(t, T_{k-1}) = (0, \ldots, 0)$ for $t > T_{k-1}$. 
To construct the forward price processes corresponding to the basic curve we proceed by backward induction as in Eberlein and Özkan (2005). To this end we start with the most distant tenor period \([T_{n-1}, T_n]\) and, for any \(t \leq T_{n-1}\), we postulate that

\[
\frac{F^d(t, T_{n-1}, T_n)}{F^d(0, T_{n-1}, T_n)} = \exp \left( \int_0^t \lambda^d(s, T_{n-1}) dL^T_s + \int_0^t b^d(s, T_{n-1}, T_n) ds \right) \tag{2.3}
\]

where the time-inhomogeneous Lévy process \(L^T_t = L^{T^*}_t\) can be written in terms of its canonical representation

\[
L^{T^*}_t = \int_0^t \sqrt{c_s} dW^T_s + \int_0^t \int_{\mathbb{R}^d} x(\mu^L - \nu^{T^*})(ds, dx)
\]

with \(d\)-dimensional \(P^d_T\)-standard Brownian motion \(W^T := (W^T_t)_{t \in [0, T^*]}\) and integer-valued random measure \(\mu^L\) associated to the jumps of \(L^{T^*}\) having \(P^d_T\)-compensator \(\nu^{T^*}(dt, dx) := F^{T^*}_t(dx)dt\).

Now the drift term \(b^d(\cdot, T_{n-1}, T_n)\) is specified in such a way that the forward price process \(F^d(\cdot, T_{n-1}, T_n)\) becomes a \(P^d_T\)-(local) martingale. This is achieved by setting

\[
b^d(t, T_{n-1}, T_n) = - \frac{1}{2} \left( \lambda^d(t, T_{n-1}), \lambda^d(t, T_{n-1})^T \right) - \int_{\mathbb{R}^d} \left( e^{\lambda^d(t, T_{n-1}), x} - 1 - \langle \lambda^d(t, T_{n-1}), x \rangle \right) F^{T^*}_t(dx).
\]

Applying Jacod and Shiryaev (2003, Theorem II.8.10), one can express the forward price process presented by an ordinary exponential (2.3) as a stochastic exponential

\[
F^d(t, T_{n-1}, T_n) = F^d(0, T_{n-1}, T_n) \mathcal{E}_t(\mathcal{H}^d(\cdot, T_{n-1}, T_n)), \tag{2.5}
\]

where the process \(\mathcal{H}^d(\cdot, T_{n-1}, T_n)\) given by the stochastic logarithm

\[
\mathcal{H}^d(\cdot, T_{n-1}, T_n) = \mathcal{L}_t \left( \exp \left( \int_0^t \lambda^d(s, T_{n-1}) dL^T_s + \int_0^t b^d(s, T_{n-1}, T_n) ds \right) \right)
\]

is of the form

\[
\mathcal{H}^d(t, T_{n-1}, T_n) = \int_0^t \lambda^d(s, T_{n-1}) \sqrt{c_s} dW^T_s + \int_0^t \int_{\mathbb{R}^d} \left( e^{\lambda^d(s, T_{n-1}), x} - 1 \right) (\mu^L - \nu^{T^*})(ds, dx). \tag{2.6}
\]

Observe that by Jacod and Shiryaev (2003, Theorem I.4.61) and Eberlein, Jacod, and Raible (2005) the forward price process as given in (2.5) is a true \(P^d_T\)-martingale.
Hence, we can specify the forward martingale measure associated with date $T_{n-1}$ defined on $(\Omega, \mathcal{F}_{T_{n-1}})$ and denoted by $P_{T_{n-1}}^d$ by setting
\[
\frac{dP_{T_{n-1}}^d}{dP_{T_n}^d} := \frac{F^d(T_{n-1}, T_{n-1}, T_n)}{F^d(0, T_{n-1}, T_n)} = \mathcal{E}_{T_{n-1}}(H^d(\cdot, T_{n-1}, T_n)).
\]
Restricted to the $\sigma$-field $\mathcal{F}_t$ with $t \leq T_{n-1}$, we have
\[
\frac{dP_{T_{n-1}}^d|_{\mathcal{F}_t}}{dP_{T_n}^d|_{\mathcal{F}_t}} = \frac{F^d(t, T_{n-1}, T_n)}{F^d(0, T_{n-1}, T_n)} = \mathcal{E}_t(H^d(\cdot, T_{n-1}, T_n)).
\]

Applying Girsanov’s theorem for semimartingales (see Jacod and Shiryaev (2003, Theorem III.3.24)) we can identify the predictable processes $\beta$ and $Y$ that describe the change of measure from equation (2.6). One obtains
\[
\beta(t) = \lambda^d(t, T_{n-1}) \quad \text{and} \quad Y(t, x) = \exp \left( \langle \lambda^d(t, T_{n-1}), x \rangle \right).
\]
In particular, these processes determine the characteristics of the semimartingale $L^{T^*}$ relative to $P_{T_{n-1}}^d$ from its semimartingale characteristics relative to $P_{T_n}^d$. Since the characteristics remain deterministic we conclude that $L^{T^*}$ remains a process with independent increments after the measure change.

According to Girsanov’s theorem the process $W_{T_{n-1}}^{T^*} := (W_{t,T_{n-1}}^{T^*})_{t\in[0,T^*]}$ defined by
\[
W_{t,T_{n-1}}^{T^*} := W_{t}^{T^*} - \int_0^t \sqrt{c_s}\lambda^d(s, T_{n-1})^T ds
\]
is a $d$-dimensional standard Brownian motion under $P_{T_{n-1}}^d$ and furthermore
\[
\nu^{T_{n-1}}(dt, dx) := \exp \left( \langle \lambda^d(t, T_{n-1}), x \rangle \right) \nu^{T^*}(dt, dx) = F_{t,T_{n-1}}^{T^*}(dx)dt
\]
defines the $P_{T_{n-1}}^d$-compensator of $\mu^{L^*}$, where we set
\[
F_{t,T_{n-1}}^{T^*}(dx) := \exp \left( \langle \lambda^d(t, T_{n-1}), x \rangle \right) F_{t}^{T^*}(dx).
\]
Proceeding backwards along the discrete tenor structure $\mathcal{F}$, we get, for any $k \in \{1, \ldots, n\}$ and $0 \leq t \leq T_{k-1}$, all forward price processes in the form
\[
\frac{F^d(t, T_{k-1}, T_k)}{F^d(0, T_{k-1}, T_k)} = \exp \left( \int_0^t \lambda^d(s, T_{k-1}) dL^T_s + \int_0^t b^d(s, T_{k-1}, T_k) ds \right),
\]
where the process $L^{T_k} = (L^T_t)_{t\in[0,T^*]}$ is given by
\[
L^T_t = \int_0^t \sqrt{c_s}dW^T_s + \int_0^t \int_{\mathbb{R}^d} x(\mu^L - \nu^T)(ds, dx)
\]
and the drift $b^d(\cdot, T_{k-1}, T_k)$ is of the form
\[
b^d(t, T_{k-1}, T_k) = -\frac{1}{2} \langle \lambda^d(t, T_{k-1}), c_l \lambda^d(t, T_{k-1})^T \rangle + \int_{\mathbb{R}^d} \left( e^{\langle \lambda^d(t, T_{k-1}), x \rangle} - 1 - \langle \lambda^d(t, T_{k-1}), x \rangle \right) F^T_t(dx).
\]
The drift is specified in such a way that $F^d(\cdot, T_{k-1}, T_k)$ is a $P^d_{T_k}$-martingale where in the respective previous step we have defined the forward measure $P^d_{T_k}$ on $(\Omega, \mathcal{F}^\infty, (\mathcal{F}_t)_{t \in [0, T_k]})$ by the density

$$
\frac{dP^d_{T_k}}{dP^d_{T_{k+1}}} | \mathcal{F}_t := \frac{dP^d_{T_k}}{dP^d_{T_{k+1}}} | \mathcal{F}_t := \frac{F^d(t, T_k, T_{k+1})}{F^d(0, T_k, T_{k+1})}
$$

which is related to $P^d_l$ with $l \in \{k + 1, \ldots, n\}$ by

$$
\frac{dP^d_{T_k}}{dP^d_{T_{l}}} | \mathcal{F}_t := \prod_{j=k}^{l-1} \frac{F^d(t, T_j, T_{j+1})}{F^d(0, T_j, T_{j+1})} = \frac{B^d_0(T_l)}{B^d_0(T_k)} \prod_{j=k}^{l-1} F^d(t, T_j, T_{j+1}).
$$

Moreover, we get the relations

$$W^T_{T_k} := W^T_{T^\infty} - \int_0^t \sqrt{c_s} \sum_{j=k}^{n-1} \lambda^d(s, T_j)^T ds
$$

and for the $P^d_{T_k}$-compensator $\nu^{T_k}$ of $\mu^L$

$$\nu^{T_k}(dt, dx) := \exp \left(\sum_{j=k}^{n-1} \langle \lambda^d(t, T_j), x \rangle\right) \nu^{T^\infty}(dt, dx) = F^T_{T_k}(dx) dt,
$$

where we have set $F^T_{T_k}(dx) := \exp \left(\sum_{j=k}^{n-1} \langle \lambda^d(t, T_j), x \rangle\right) F^{T^\infty}_{T_k}(dx)$. Note that the processes $L^T_{T_k}$ are time-inhomogeneous Lévy processes with local characteristics $(0, c_t, F^T_{T_k})$ under $P^d_{T_k}$, that fulfil (EM) due to assumption (DFP.2). Formula (2.7) gives the canonical representation with respect to $P^d_{T_k}$.

To end this subsection, we derive for any $T, S \in \mathcal{T} = \{T_0, \ldots, T_n\}$ with $T \leq S$, a general representation for the relationship between the driving processes $L^T$ and $L^S$. Let us denote

$$\mathcal{J}^S_T := \{h \in \mathbb{N} | T_h \in \mathcal{T} \text{ and } T < T_h \leq S\}$$

and define

$$w(s, T, S) := -c_s \sum_{h \in \mathcal{J}^S_T} \lambda^d(s, T_{h-1})^T
$$

$$+ \int_{\mathbb{R}^d} x \left[ \exp \left( - \sum_{h \in \mathcal{J}^S_T} \langle \lambda^d(s, T_{h-1}), x \rangle \right) - 1 \right] F_s^T(dx)
$$
for any \( s \leq T \). Note that \( w(s, T, S) \equiv 0 \) when \( T = S \). By an application of Girsanov’s theorem for semimartingales, we obtain

\[
L^T = -\int_0^T c_s \left( \sum_{h \in \mathcal{F}^S_T} \chi^d(s, T_{h-1}) T \right) ds
+ \int_0^T \int_{\mathbb{R}^d} x \left[ \exp \left( - \sum_{h \in \mathcal{F}^S_T} \langle \chi^d(s, T_{h-1}), x \rangle \right) - 1 \right] F^T_s(dx) ds
+ \int_0^T \sqrt{c_s} dW^S_s + \int_0^T x(\mu^L - \nu^S)(ds, dx)
= \int_0^T w(s, T, S) ds + L^S.
\] (2.9)

We emphasize that all driving processes \( L^T \) remain time-inhomogeneous Lévy processes under the corresponding forward measures since they differ only by deterministic drift terms.

### 2.2. Risky tenor-dependent curves.

Let \( m \in \mathbb{N} \) be the number of curves. For every \( i \in \{1, \ldots, m\} \), we consider an equidistant discrete tenor structure \( \mathcal{F}^i := \{T^i_0, \ldots, T^i_{n_i}\} \) corresponding to curve \( i \), where \( n_i, n \in \mathbb{N}, \mathcal{F}^i \subset \mathcal{T} = \{T_0, \ldots, T_n\} \) and \( 0 \leq T^i_0 = T_0 < T^i_1 < \cdots < T^i_{n_i} = T_n = T' \). As before, the year fractions between the dates \( T^i_{k-1} \) and \( T^i_k \) are denoted by \( \delta^i := \delta^i(T^i_{k-1}, T^i_k) \) for all \( k \in \{1, \ldots, n_i\} \). Furthermore, we postulate that \( \mathcal{F}^m \subset \cdots \subset \mathcal{F}^1 \subset \mathcal{T} \).

We consider the time-inhomogeneous Lévy process \( L^T \) on \( (\Omega, \mathcal{F}_T, \mathbb{F} = (\mathcal{F}_t)_{t \in [0,T]}, P^d_{T^i}) \) and probability measures \( P^d_{T^i_1}, \ldots, P^d_{T^i_{n_i}} \) from the last subsection. Observe that we have

\[
F^d(t, T^i_{k-1}, T^i_k) = \prod_{j \in \mathcal{F}^i_k} F^d(t, T_{j-1}, T_j),
\] (2.10)

where \( \mathcal{F}^i_k \) is a short form of \( \mathcal{F}^i_{T^i_{k-1}} \) that is defined in (2.8).

For each \( i \in \{1, \ldots, m\} \) and \( k \in \{1, \ldots, n_i\} \), let \( L^i(T^i_{k-1}, T^i_k) \) denote the \( T^i_{k-1} \)-spot Libor or Euribor rate corresponding to tenor \( \delta^i \). Let us assume that \( L^i(T^i_{k-1}, T^i_k) \) is an \( \mathcal{F}^i_{T^i_{k-1}} \)-measurable random variable. Then, we define

\[
L^i(t, T^i_{k-1}, T^i_k) := \mathbb{E}^{d}_{T^i_k}[L^i(T^i_{k-1}, T^i_k)|\mathcal{F}_t] \quad (t \leq T^i_{k-1})
\] (2.11)

where \( \mathbb{E}^{d}_{T^i_k}[\cdot] \) denotes the expectation under \( P^d_{T^i_k} \). Notice that this definition corresponds to the valuation formula of the market rate of a (textbook) forward rate agreement (see Mercurio, 2009) and we have

\[
L^i(T^i_{k-1}, T^i_{k-1}, T^i_k) = L^i(T^i_{k-1}, T^i_k).
\]

Furthermore, \( L^i(\cdot, T^i_{k-1}, T^i_k) \) is, by definition, a \( P^d_{T^i_k} \)-martingale. We refer to \( L^i(t, T^i_{k-1}, T^i_k) \) as the discretely compounded forward rate corresponding to \( \delta^i \). These rates are the key quantities of the model.
Lemma 2.1. An explicit representation of the forward price $F^d(t, T^i_{k-1}, T^i_k)$ in tenor structure $\mathcal{F}^i$ is given by

$$F^d(t, T^i_{k-1}, T^i_k) = F^d(0, T^i_{k-1}, T^i_k) \exp \left( \int_0^t \sum_{j \in J^i_k} \lambda^d(s, T_{j-1}) dL^i_s \right)$$

$$+ \int_0^t \sum_{j \in J^i_k} \left[ (\lambda^d(s, T_{j-1}), w(s, T_j, T_k)) + b^d(s, T_{j-1}, T_k) \right] ds$$

and $F^d(\cdot, T^i_{k-1}, T^i_k)$ is a $P^d_{T^i_k}$-martingale.

Proof. Considering representation (2.10) and applying equation (2.9), we obtain this explicit formula for $F^d(t, T^i_{k-1}, T^i_k)$. Applying Jacod and Shiryaev (2003, Proposition III.3.8) successively to the product in (2.10), the martingale property is proved.

Instead of modelling the dynamics of the forward rates $L^i$ directly, we specify the evolution by modelling the forward spreads relative to $L^d$ and $F^d$. Typically, these spreads can be considered in two ways, namely as

(1) additive forward spreads

$$s^i(t, T^i_{k-1}, T^i_k) := L^i(t, T^i_{k-1}, T^i_k) - L^d(t, T^i_{k-1}, T^i_k)$$

or

(2) multiplicative forward spreads

$$S^i(t, T^i_{k-1}, T^i_k) := \frac{1 + \delta^i L^i(t, T^i_{k-1}, T^i_k)}{1 + \delta^i L^d(t, T^i_{k-1}, T^i_k)} = \frac{1 + \delta^i L^i(t, T^i_{k-1}, T^i_k)}{F^d(t, T^i_{k-1}, T^i_k)}.$$

The natural choice in the forward price framework are multiplicative forward spreads. Following this approach we can easily ensure the observed monotonicity between each risky curve and the basic one by modelling the multiplicative forward spreads as quantities which are larger than one.

We have

$$1 + \delta^i L^i(\cdot, T^i_{k-1}, T^i_k) = S^i(\cdot, T^i_{k-1}, T^i_k) F^d(\cdot, T^i_{k-1}, T^i_k). \quad (2.12)$$

Lemma 2.2. For each pair of dates $T^i_{k-1}, T^i_k \in \mathcal{F}^i$ with $i \in \{1, \ldots, m\}$ and $k \in \{1, \ldots, n_i\}$, the process $L^i(\cdot, T^i_{k-1}, T^i_k)$ follows a $P^d_{T^i_k}$-martingale if and only if the multiplicative forward spread $S^i(\cdot, T^i_{k-1}, T^i_k)$ is a $P^d_{T^i_{k-1}}$-martingale.

Proof. Proposition III.3.8 in Jacod and Shiryaev (2003) can be directly applied together with

$$\frac{dP^d_{T^i_{k-1}} \bigg| \mathcal{F}_t}{dP^d_{T^i_k}} = \frac{F^d(t, T^i_{k-1}, T^i_k)}{F^d(0, T^i_{k-1}, T^i_k)}.$$

Consequently, recalling that $L^i(\cdot, T^i_{k-1}, T^i_k)$ by definition (2.11) is a $P^d_{T^i_k}$-martingale, the evolution of $S^i(\cdot, T^i_{k-1}, T^i_k)$ has to be specified in such a way that it is a $P^d_{T^i_{k-1}}$-martingale.
For the starting values of the forward rate, we set
\[ L^i(0, T_{k-1}^i, T_k^i) = \mathbb{E}^T_k \left[ L^i(T_{k-1}^i, T_k^i) \right] = \text{FRA}(0, T_{k-1}^i, T_k^i) \]
where \( \text{FRA}(0, T_{k-1}^i, T_k^i) \) denotes the current market rate of a textbook forward rate agreement with respect to dates \( T_{k-1}^i \) and \( T_k^i \). The initial values of the forward spreads are then given by
\[ S^i(0, T_{k-1}^i, T_k^i) = \frac{1 + \delta L^i(0, T_{k-1}^i, T_k^i)}{F^i(0, T_{k-1}^i, T_k^i)}, \tag{2.13} \]
where \( F^i(0, T_{k-1}^i, T_k^i) \) is also obtained from market data combining (2.2) and (2.10). More exactly, the quantities on the right hand side of (2.13) are obtained from the multiple term structure curves that are bootstrapped by using data from tenor specific deposits, forward rate agreements and swaps.

Below, we shall develop two modelling approaches offering different levels of tractability in exchange for the properties which one wants to achieve in the model.

2.2.1. Model (a). To get a maximum of tractability we allow in the first approach that the value of the multiplicative forward spreads may become less than one which is equivalent to additive spreads being negative. To this end, we model \( S^i(0, T_{k-1}^i, T_k^i) \) below as an ordinary exponential.

We start with the following input which can be interpreted as the volatility of \( S^i(0, T_{k-1}^i, T_k^i) \).

\((\text{MFP.a})\) For each \( i \in \{1, \ldots, m\} \) and each maturity \( T_{k-1}^i \in \mathcal{F}^i \) with \( k \in \{1, \ldots, n_i\} \), there is a bounded, continuous and deterministic function \( \gamma^i(\cdot, T_{k-1}^i) \) given by
\[ \gamma^i(\cdot, T_{k-1}^i) : \left[ [0, T^*] \to \mathbb{R}^d \right] t \mapsto \gamma^i(t, T_{k-1}^i) = (\gamma^{i,1}(t, T_{k-1}^i), \ldots, \gamma^{i,d}(t, T_{k-1}^i)) \]
where we require
\[ \sum_{k=1}^{n_i} \left( \lambda^{d,j}(t, T_{k-1}^i) + \gamma^{i,j}(t, T_{k-1}^i) \right) \leq M, \quad \text{for all} \ t \in [0, T^*] \text{ and } j \in \{1, \ldots, d\}. \]
Again the constant \( M \) is from assumption (EM) and we set \( \gamma^i(t, T_{k-1}^i) = (0, \ldots, 0) \) for \( t > T_{k-1}^i \).

We postulate for any \( i \in \{1, \ldots, m\} \) and each pair of dates \( T_{k-1}^i, T_k^i \) that
\[ \frac{S^i(t, T_{k-1}^i, T_k^i)}{S^i(0, T_{k-1}^i, T_k^i)} = \exp \left( \int_0^t \gamma^i(s, T_{k-1}^i) dL^T_{s} + \int_0^t b^i(s, T_{k-1}^i) ds \right) \]
where \( L^T_{k-1} \) is defined in subsection 2.1 and the drift term \( b^i(\cdot, T_{k-1}^i) \) is chosen such that \( S^i(\cdot, T_{k-1}^i, T_k^i) \) is a \( P^d_{T_{k-1}^i} \)-martingale, namely
\[ b^i(t, T_{k-1}^i) = -\frac{1}{2} \langle \gamma^i(t, T_{k-1}^i), c^i \gamma^i(t, T_{k-1}^i) \rangle T_k^i \]
\[ - \int_{\mathbb{R}^d} \left( e^{\gamma^i(t, T_{k-1}^i) x} - 1 - \langle \gamma^i(t, T_{k-1}^i), x \rangle \right) F^i_{T_{k-1}^i}(dx). \]
By Lemma 2.1, we have

\[
\frac{F^d(t, T_{k-1}^i, T_k^j)}{F^d(0, T_{k-1}^i, T_k^j)} = \exp \left( \int_0^t \sum_{j \in J_k^i} \lambda^d(s, T_{j-1}) dL^j_s \right)
\]

\[+ \int_0^t \sum_{j \in J_k^i} \left[ (\lambda^d(s, T_{j-1}), w(s, T_j, T_k^j)) + b^d(s, T_{j-1}, T_j) \right] ds \]

and \(F^d(\cdot, T_{k-1}^i, T_k^j)\) is a \(P_{T_k^j}^d\)-martingale. This forward price process represents at the same time the density process for the following measure change, namely

\[
\frac{dP^d_{T_k^j-1}}{dP^d_{T_k^j}} = \frac{F^d(t, T_{k-1}^i, T_k^j)}{F^d(0, T_{k-1}^i, T_k^j)} .
\]

Using representation (2.12) and applying (2.9), we obtain the forward rate \(L^i(\cdot, T_{k-1}^i, T_k^j)\) from

\[1 + \delta^i L^i(t, T_{k-1}^i, T_k^j) = S^i(t, T_{k-1}^i, T_k^j) F^d(t, T_{k-1}^i, T_k^j) \]

\[= (1 + \delta^i L^i(0, T_{k-1}^i, T_k^j)) \exp \left( \int_0^t \gamma^i(s, T_{k-1}^i) dL^T_s + \int_0^t b^i(s, T_{k-1}^i) ds \right) \]

\[\times \exp \left( \int_0^t \sum_{j \in J_k^i} \lambda^d(s, T_{j-1}) dL^j_s \right) \]

\[+ \int_0^t \sum_{j \in J_k^i} \left[ (\lambda^d(s, T_{j-1}), w(s, T_j, T_k^j)) + b^d(s, T_{j-1}, T_j) \right] ds \]

\[= (1 + \delta^i L^i(0, T_{k-1}^i, T_k^j)) \exp \left( \int_0^t \left[ \sum_{j \in J_k^i} \lambda^d(s, T_{j-1}) + \gamma^i(s, T_{k-1}^i) \right] dL^T_s \right) \]

\[+ \int_0^t b^i(s, T_{k-1}^i) + \gamma^i(s, T_{k-1}^i), w(s, T_{k-1}^i, T_k^j) \]

\[+ \sum_{j \in J_k^i} \left[ (\lambda^d(s, T_{j-1}), w(s, T_j, T_k^j)) + b^d(s, T_{j-1}, T_j) \right] ds \].

**Remark:** In this model, the forward reference rates as well as the \(\delta^i\)-forward rates can become negative in accordance with the current market situation. In particular, the initial rates can already be negative. Note that starting from positive (negative) initial rates does not mean that the rates remain positive (negative) over time.

2.2.2. Model (b). Now we will specify a model which ensures that the multiplicative forward spreads are larger than one if the initial spreads are already larger than one. This is equivalent to the positivity of the additive spreads.
We mention already at this point that the pricing of derivatives becomes only slightly less tractable than in model (a).

As in model (a) we need the volatility functions to satisfy the following conditions

**MIFP.b** For each $i \in \{1, \ldots, m\}$ and each maturity $T^i_{k-1} \in \mathcal{F}^i$ with $k \in \{1, \ldots, n_i\}$, there is a bounded, continuous and deterministic function $ar{\gamma}^i(\cdot, T^i_{k-1})$ given by

$$
\bar{\gamma}^i(\cdot, T^i_{k-1}) : \left[0, T^*\right] \to \mathbb{R}^d_+ \ni t \mapsto \bar{\gamma}^i(t, T^i_{k-1}) = (\bar{\gamma}^i,1(t, T^i_{k-1}), \ldots, \bar{\gamma}^i,d(t, T^i_{k-1}))
$$

where we require

$$
\sum_{k=1}^{n_i} \left( \bar{\lambda}^{i,j}(t, T^i_{k-1}) + \bar{\gamma}^{i,j}(t, T^i_{k-1}) \right) \leq M, \quad \text{for all } t \in [0, T^*] \text{ and } j \in \{1, \ldots, d\}.
$$

We set $\bar{\gamma}^i(t, T^i_{k-1}) = (0, \ldots, 0)$ for $t > T^i_{k-1}$.

For any $i \in \{1, \ldots, m\}$ and each pair of dates $T^i_{k-1}, T^i_k$ we assume that

$$
\frac{S^i(t, T^i_{k-1}, T^i_k)}{S^i(0, T^i_{k-1}, T^i_k)} - 1 = \exp \left( \int_0^t \bar{\gamma}^i(s, T^i_{k-1})dL^i_s + \int_0^t \bar{b}^i(s, T^i_{k-1})ds \right),
$$

where

$$
\bar{b}^i(t, T^i_{k-1}) = -\frac{1}{2} \langle \bar{\gamma}^i(t, T^i_{k-1}), \bar{\lambda}^i(t, T^i_{k-1}) \rangle + \int_{\mathbb{R}^d} \left( e^{\langle \bar{\gamma}^i(t, T^i_{k-1}), x \rangle} - 1 - \langle \bar{\gamma}^i(t, T^i_{k-1}), x \rangle \right) P^i_{t,T^i_{k-1}}(dx).
$$

Note that

$$
S^i(t, T^i_{k-1}, T^i_k) = 1 + (S^i(0, T^i_{k-1}, T^i_k) - 1) \exp \left( \int_0^t \bar{\gamma}^i(s, T^i_{k-1})dL^i_s + \int_0^t \bar{b}^i(s, T^i_{k-1})ds \right)
$$

and one sees that $S^i(\cdot, T^i_{k-1}, T^i_k)$ is a $P^i_{T^i_{k-1} \to T^i_k}$-martingale by the choice of the exponential compensator defined via \((2.15)\).

In an analogous way as in the previous subsection, we get a representation for $1 + \delta^i L^i(t, T^i_{k-1}, T^i_k)$, namely

$$
1 + \delta^i L^i(t, T^i_{k-1}, T^i_k) = D^d(t, T^i_{k-1}, T^i_k) \exp \left( \int_0^t \sum_{j \in \mathcal{J}_k} \lambda^d(s, T^i_{j-1})dL^j_s \right) + D^i(t, T^i_{k-1}, T^i_k) \exp \left( \int_0^t \left[ \sum_{j \in \mathcal{J}_k} \lambda^d(s, T^i_{j-1}) + \bar{\gamma}^i(s, T^i_{k-1}) \right]dL^i_s \right),
$$
where we set
\[ D^d(t, T^d_{k-1}, T^d_k) := F^d(0, T^d_{k-1}, T^d_k) \exp \left( \int_0^t \sum_{j \in J^d_k} [b^d(s, T_j), w(s, T_j)] \right) \]
and
\[ D^l(t, T^l_{k-1}, T^l_k) := F^l(0, T^l_{k-1}, T^l_k) (S^l(0, T^l_{k-1}, T^l_k) - 1) \exp \left( \int_0^t d^l(s, T^l_{k-1}, T^l_k) ds \right) \]
with
\[ d^l(s, T^l_{k-1}, T^l_k) := \sum_{j \in J^l_k} \left( (\lambda^d(s, T_j), w(s, T_j)) + b^d(s, T_{j-1}, T_j) \right) \]
\[ + \bar{b}(s, T^l_{k-1}) + \langle \bar{\gamma}^l(s, T^l_{k-1}), w(s, T^l_{k-1}, T^l_k) \rangle. \]

Note that for the initial values we have the relation
\[ F^d(0, T^d_{k-1}, T^d_k)(S^l(0, T^d_{k-1}, T^d_k) - 1) = 1 + \delta^l L^l(0, T^l_{k-1}, T^l_k) - \prod_{j \in J^l_k} [1 + \delta L^d(0, T^l_{j-1}, T^l_j)]. \]

3. Pricing formula for caps

Let \( l \in \{1, \ldots, m\} \). The time-\( t \) price of a caplet with tenor \( \delta^l \), maturity \( T \in J^l \) and strike \( K \), for \( t \leq T \) and \( T + \delta^l = T_k \in \mathcal{J}^l \) for some \( k \in \{1, \ldots, n\} \), is given by
\[
C^l(t, \delta^l, K) := \delta^l B^l(T_k) \mathbb{E}_T^l \left[ \left( L^l(T, T_k) - K \right)^+ \right] \bigg| \mathcal{F}_t \bigg]
\]
\[
= B^l(T_k) \mathbb{E}_T^l \left[ \left( 1 + \delta^l L^l(T, T_k) - (1 + \delta^l K) \right)^+ \right] \bigg| \mathcal{F}_t \bigg]
\]
\[
= B^l(T_k) \mathbb{E}_T^l \left[ \left( F^d(T, T_k) S^l(T, T_k) - K^l \right)^+ \right] \bigg| \mathcal{F}_t \bigg]
\]
\[
= B^l(T_k) (Z^l_k)^{-1} \mathbb{E}_T^l \left[ Z^l_k \left( F^d(T, T_k) S^l(T, T_k) - K^l \right)^+ \right] \bigg| \mathcal{F}_t \bigg]
\]
(3.1)

where \( K^l := 1 + \delta^l K \) and
\[ Z^l_k := \left\{ \begin{array}{ll}
\prod_{j \in J^l_{T_k}} F^d(T_j, T_{j-1}, T_j) / F^d(0, T_{j-1}, T_j), & T_k < T^* \\
1, & T_k = T^*.
\end{array} \right. \]

We make the following

**Assumption (VOL).** For every \( l \in \{1, \ldots, m\} \) and all \( T \in [0, T^*] \), the volatility functions are decomposable in the form
\[ \lambda^d(t, T) = \lambda^d(T) \lambda(t) \]
\[ \gamma^l(t, T) = \gamma^l(T) \lambda(t) \]
and
\[ \gamma^l(t, T) = \gamma^l_1(T) \lambda(t) \]
where \( \lambda^d, \gamma^1_1 \) and \( \gamma^l_1 : [0, T^*] \to \mathbb{R}_+ \) and \( \lambda : [0, T^*] \to \mathbb{R}^d \) are deterministic and continuous functions. The vector \( \lambda(t) \) is bounded in the sense of
\[ |\lambda^k(t)| \leq M' \]
for every \( t \in [0, T^*] \), \( k \in \{1, \ldots, d\} \) and a constant \( M' < M \). Furthermore, we assume that
\[ \Lambda^l(T, T_n) := \sum_{j \in T_n} \lambda^d(T_{j-1}) + \gamma^l_1(T) < R \]
for \( R = 1 + \frac{M - M'}{M'} \) and all \( T \in \mathcal{T} \). In the same way we assume
\[ \Lambda^l(T, T_n) := \sum_{j \in T_n} \lambda^d(T_{j-1}) + \gamma^l_1(T) < R \]
for all \( T \in \mathcal{T} \).

Let us define the random variable \( X_T := \int_0^T \lambda(s) dL^T_s \) and consider its extended characteristic function \( \varphi_{X_T} \) under \( P^d_T \), which can be expressed as
\[ \varphi_{X_T}(z) = \exp \left( \int_0^T \theta_s(i z \lambda(s)) \, ds \right). \quad (3.2) \]
For details of this representation compare Eberlein and Raible (1999, Lemma 3.1).

Recall that the extended cumulant of \( L^T \) with respect to \( P^d_T \) is given by
\[ \theta_t(z) = \frac{1}{2} \langle z, q_t z \rangle + \int_{\mathbb{R}^d} \left( e^{\langle z, x \rangle} - 1 - \langle z, x \rangle \right) F^T_t(dx) \]
for any \( z \in \mathbb{C} \) where it is defined.

We will apply the Fourier based valuation method in order to make the formula for the time-0 price of a caplet numerically accessible. We write the right-hand side of (3.1) for \( t = 0 \) as an expected value of a payoff function \( f^{k,l} K \) applied to \( X_T \). Since \( Z_0^k = 1 \) we obtain
\[ \text{Cpl}(0, T, \delta^d, K) = B^d_0(T_k) \mathbb{E}^d_{T^*} \left[ f^{k,l}_K(X_T) \right]. \quad (3.3) \]
The explicit form of the function \( f^{k,l}_K \) will be derived with the help of (2.9), the respective form of the expression
\[ 1 + \delta^l L^l(T, T, T_k) = F^d(T, T, T_k) S^l(T, T, T_k) \]
and the density (for \(k \leq n - 1\))

\[
Z^k_T = \exp \left( \int_0^T \sum_{j \in J^{T_k}} \lambda^d(s, T_{j-1}) dL^*_{T_j} + \int_0^T \left[ \sum_{j \in J^{T_k}} b^d(s, T_{j-1}, T_j) \right. \right.
\]

\[
+ \mathbb{1}_{\{k \leq n - 2\}} \sum_{j \in J^{T_{k-1}}} \langle \lambda^d(s, T_{j-1}), w(s, T_j, T^*) \rangle \right) ds \right).
\]

3.1. **Numerics.** In this and the following subsection we derive numerically efficient forms of the caplet price formula (3.3) for the two model variants.

3.1.1. **Model (a).** For any \(k \in \{1, \ldots, n - 1\}\), we have

\[
f^{k,l}_{K}(x) := \left( \hat{D}^l(T, T, T_k) \exp(\left[ \sum_{j \in J^{T_k}} \lambda^l_d(T_{j-1}) + \gamma^l_1(T) \right] x) \right.
\]

\[
- \bar{K}^l A^d(T, T_k) \exp \left( \sum_{j \in J^{T_k}} \lambda^l_d(T_{j-1}) x \right) \right)^+ \]

and

\[
f^{n,l}_{K}(x) := \left( \hat{D}^l(T, T, T_n) \exp(\left[ \sum_{j \in J^{T_n}} \lambda^l_d(T_{j-1}) + \gamma^l_1(T) \right] x) - \bar{K}^l \right)^+ \]

where we set

\[
\bar{D}^l(T, T, T_k) := \hat{D}^l(T, T, T_k) A^d(T, T_k) \hat{C}^l(T, T_k)
\]

with

\[
\hat{D}^l(T, T, T_k) := \left( 1 + \delta^l L^l(0, T, T_k) \right)
\]

\[
\exp \left( \int_0^T \left[ b^l(s, T) + \langle \gamma^l(s, T), w(s, T, T_k) \rangle \right. \right.
\]

\[
+ \sum_{j \in J^{T_k}} \left[ \langle \lambda^d(s, T_{j-1}), w(s, T_j, T_k) \rangle + b^d(s, T_{j-1}, T_j) \right] \right) ds \right)
\]

\[
A^d(T, T_k) := \exp \left( \int_0^T \left[ \sum_{j \in J^{T_k}} b^d(s, T_{j-1}, T_j) \right. \right.
\]

\[
+ \mathbb{1}_{\{k \leq n - 2\}} \sum_{j \in J^{T_{k-1}}} \langle \lambda^d(s, T_{j-1}), w(s, T_j, T^*) \rangle \right) ds \right).
\]
The explicit form of the Fourier transforms $\hat{f}^{k,l}$ follows from a simple integration exercise. In order to get the caplet formula we apply Theorem 2.2 of Eberlein, Glau, and Papapantoleon (2010). Consequently, conditions (C1) : $\tilde{g}_K^{k,l} \in L^1_{bc}(\mathbb{R})$, (C2) : $M_{X_T}(R) < \infty$ and (C3) : $\tilde{g}_K^{k,l} \in L^1(\mathbb{R})$ of this theorem have to be verified.

Proposition 3.1. The time-0 price of the caplet is given by

$$C_{pl}(0, T, \delta^l, K) = \frac{B_{0}^{d}(T_k)}{\pi} \int_{0}^{\infty} \Re \left( \varphi_X(u - iR) f_{K}^{k,l}(iR - u) \right) du$$

(3.4)

where $\hat{f}_{K}^{k,l}$ denotes the extended Fourier transform of $f_{K}^{k,l}$ admitting the representation

$$\hat{f}_{K}^{k,l}(z) = e^{izx_k} \left[ -\hat{D}^{l}(T, T_k) \frac{e^{\left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) \right] x_k + \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz \right]}}{\sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz} + \hat{K}^l A^d(T, T_k) \frac{e^{\left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) x_k + \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz \right]}}{\sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz} \right],$$

for any $k \in \{1, \ldots, n - 1\}$ and

$$\hat{f}_{K}^{n,l}(z) = e^{izx_n} \left[ -\hat{D}^{l}(T, T_n) \frac{e^{\left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) \right] x_n + \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz \right]}}{\sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz} + \hat{K}^l \right],$$

for all $T \in \mathcal{T}$, $x_k$ is the unique root of the function

$$h^{k,l}(x) := \hat{D}^{l}(T, T_k) \hat{C}^{l}(T, T_k) \exp \left( \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) \right] x_k + \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz \right] \right) - \hat{K}^l,$$

$x_n$ is the unique root of the function

$$h^{n,l}(x) := \hat{D}^{l}(T, T_n) \exp \left( \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) \right] x_k + \left[ \sum_{j \in \mathcal{F}_T} \lambda^d(T_j - 1) + \gamma^i(T) + iz \right] \right) - \hat{K}^l$$

and $R = 1 + \frac{M - M'}{M}.$

Proof. The explicit form of the Fourier transforms $\hat{f}_{K}^{k,l}$ and $\hat{f}_{K}^{n,l}$ follows from a simple integration exercise. In order to get the caplet formula we apply Theorem 2.2 of Eberlein, Glau, and Papapantoleon (2010). Consequently, conditions (C1) : $\tilde{g}_K^{k,l} \in L^1_{bc}(\mathbb{R})$, (C2) : $M_{X_T}(R) < \infty$ and (C3) : $\tilde{g}_K^{k,l} \in L^1(\mathbb{R})$ of this theorem have to be verified.
The functions \( h_{k,l} \) are strictly increasing and continuous with varying sign and therefore possess a unique root \( x_k \in \mathbb{R} \) for every \( k \in \{1, \ldots, n\} \). Using assumption (EM), the explicit form of \( M_{X_T} \) derived from (3.2) and the boundedness of \( \lambda \) one can find an \( R \in (0, 1 + \frac{M - M'}{M'}) \) such that condition (C2) is satisfied. We chose \( R = 1 + \frac{M - M'}{M'} \) in assumption (VOL). Recall
\[
\Lambda^l(T, T_n) < R
\]
for all \( T \in \mathcal{T} \). The dampened functions \( g_{K}^{kl} \) are obviously continuous and for \( k \in \{1, \ldots, n-1\} \) bounded by
\[
g_{K}^{kl}(x) \leq \tilde{D}^l(T, T, T_k) e^{[\Lambda^l(T, T_n) - R]x_k}.
\]
Therefore these functions are also integrable. For \( k = n \) we have to replace \( \tilde{D}^l(T, T, T_k) \) by \( \hat{D}^l(T, T, T_n) \). To verify condition (C3), we use Lemma 2.5 of Eberlein, Glau, and Papapantoleon (2010). Let us consider the Sobolev space
\[
H^1(\mathbb{R}) := \{ g \in L^2(\mathbb{R}) | \partial g \text{ exists and } \partial g \in L^2(\mathbb{R}) \}
\]
where \( \partial g \) denotes the weak derivative of the function \( g \). Due to this Lemma it suffices to show that \( g_{K}^{kl} \in H^1(\mathbb{R}) \), but this is clear because of the form of the function and the upper bounds given above. Hence Theorem 2.2. in the mentioned paper implies
\[
\text{Cpl}(0, T, \delta^l, K) = \frac{B^d(T_k)}{2\pi} \int_\mathbb{R} \varphi_{X_T}(u - iR) \tilde{f}_{K}^{kl}(iR - u) du.
\]
An obvious symmetry property of the integrand leads to representation (3.4).

3.1.2. Model (b). For any \( k \in \{1, \ldots, n-1\} \), we have
\[
\tilde{f}_{K}^{kl}(x) := \left( \hat{D}^d(T, T, T_k) \exp \left( \sum_{j \in \mathcal{J}_T} \lambda_1^d(T_j - 1)x \right) 
+ \hat{D}^l(T, T, T_k) \exp \left( \left[ \sum_{j \in \mathcal{J}_T} \lambda_1^l(T_j - 1) + \tilde{\gamma}_1^l(T) \right]x \right)
- \hat{K}^l A^d(T, T_k) \exp \left( \sum_{j \in \mathcal{J}_T} \lambda_1^d(T_j - 1)x \right) \right)^+ 
\]
and
\[
\hat{f}_{K}^{nl}(x) = \left( D^d(T, T, T_n) \exp \left( \sum_{j \in \mathcal{J}_T} \lambda_1^d(T_j - 1)x \right) 
+ D^l(T, T, T_n) \exp \left( \left[ \sum_{j \in \mathcal{J}_T} \lambda_1^d(T_j - 1) + \tilde{\gamma}_1^l(T) \right]x \right) \right)^+,
\]
where we set
\[
\tilde{D}^d(T, T, T_k) := D^d(T, T, T_k) A^d(T, T_k) C^d(T, T_k)
\]
\[
\tilde{D}^l(T, T, T_k) := D^l(T, T, T_k) A^l(T, T_k) C^l(T, T_k)
\]
with
\[
C^d(T, T_k) := \exp \left( \int_0^T \sum_{j \in J} \langle \lambda^d(s, T_{j-1}), w(s, T_k, T^*) \rangle ds \right)
\]
and
\[
C^l(T, T_k) := \exp \left( \int_0^T \sum_{j \in J} \langle \lambda^l(s, T_{j-1}) + \bar{\gamma}^l(s, T), w(s, T_k, T^*) \rangle ds \right).
\]

**Proposition 3.2.** The time-0 price of the caplet is given by
\[
\text{Cpl}(0, T, \delta^l, K) = \frac{B^d_0(T_k)}{\pi} \int_0^\infty \text{Re} \left( \varphi_{X_T}(u - iR) \hat{f}^{k,l}_K(iR - u) \right) du \quad (3.5)
\]
where \( \hat{f}^{k,l}_K \) denotes the extended Fourier transform of \( f^{k,l}_K \) that admits the representation
\[
\hat{f}^{k,l}_K(z) = e^{izx_k} \left[ - \tilde{D}^d(T, T, T_k) \frac{\sum_{j \in J_T} \lambda^d(T_{j-1}) x_k}{\sum_{j \in J_T} \lambda^d(T_{j-1}) + i z} 
- \tilde{D}^l(T, T, T_k) \frac{\sum_{j \in J_T} \lambda^l(T_{j-1}) + \bar{\gamma}^l(T) x_k}{\sum_{j \in J_T} \lambda^l(T_{j-1}) x_k} 
+ \tilde{K}^l A^d(T, T_k) \frac{\sum_{j \in J_T} \lambda^d(T_{j-1}) + i z}{\sum_{j \in J_T} \lambda^d(T_{j-1}) + i z} \right]
\]
for any \( k \in \{1, \ldots, n - 1\} \) and
\[
\hat{f}^{n,l}_K(z) = e^{izx_n} \left[ - D^d(T, T, T_n) \frac{\sum_{j \in J_T} \lambda^d(T_{j-1}) x_n}{\sum_{j \in J_T} \lambda^d(T_{j-1}) + i z} 
- D^l(T, T, T_n) \frac{\sum_{j \in J_T} \lambda^l(T_{j-1}) + \bar{\gamma}^l(T) x_n}{\sum_{j \in J_T} \lambda^l(T_{j-1}) + i z} 
+ \tilde{K}^l \right],
\]
where \( z \in \mathbb{C} \) with
\[
\sum_{j \in J_T} \lambda^d(T_{j-1}) + \bar{\gamma}^l(T) < \text{Im}(z)
\]
for all $T \in \mathcal{T}$, $x_k$ is the unique root of the function
\[
h^{k,l}(x) := D^d(T, T, T_k) C^d(T, T_k) \exp \left( \sum_{j \in \mathcal{J}_T} \lambda^d(T_{j-1}) x \right) + D^l(T, T, T_k) C^l(T, T_k) \exp \left( \left[ \sum_{j \in \mathcal{J}_T} \lambda^l(T_{j-1}) + \gamma^l(T) \right] x \right) - \tilde{K}^l,
\]

$x_n$ is the unique root of the function
\[
h^{n,l}(x) := D^d(T, T, T_n) \exp \left( \sum_{j \in \mathcal{J}_T} \lambda^d(T_{j-1}) x \right) + D^l(T, T, T_n) \exp \left( \left[ \sum_{j \in \mathcal{J}_T} \lambda^l(T_{j-1}) + \gamma^l(T) \right] x \right) - \tilde{K}^l
\]

and $R = 1 + \frac{M - M'}{M'}$.

**Proof.** The proof is analogous to the proof of Proposition 3.1. In this case we define
\[
\Lambda^d(T, T_n) := \sum_{j \in \mathcal{J}_T} \lambda^d(T_{j-1}),
\]
and recall that
\[
\tilde{\Lambda}^l(T, T_n) < R
\]
for all $T \in \mathcal{T}$. Then, for $k \in \{1, \ldots, n - 1\}$ the functions $g^{k,l}_K$ are bounded by
\[
g^{k,l}_K(x) \leq \tilde{D}^d(T, T, T_k) e^{(\Lambda^d(T, T_n) - R)x_k} + \tilde{D}^l(T, T, T_k) e^{(\tilde{\Lambda}^l(T, T_n) - R)x_k}
\]
and thus integrable. For $k = n$ the factors $\tilde{D}^d$ and $\tilde{D}^l$ have to be replaced by $D^d$ and $D^l$. The representation (3.5) follows once again by the symmetry property of the integrand. \(\square\)

4. Model Calibration

4.1. **Data and Approach.** We calibrate the model variants (a) and (b) to European market data observed in the post crisis period which is provided by Bloomberg. Market rates of deposits, forward rate agreements and swaps (OIS and Euribor indexed) based on different tenors as well as cap quotes indexed on Euribor for a number of maturities and strikes will be used. The cap quotes are given in form of the model dependent implied volatilities (in bps). More specifically we will consider cap volatility quotes indexed on six-month Euribor on September 15, 2016. Consequently, two term structures will be taken into account, namely the basic and the six-month curves. Since we observe a period with negative interest rates the standard log-normal market model can no longer be used in this case. Following market practice we use a multiple curve form of the Bachelier model in this situation to derive the market prices of caps from the volatility quotes. Finally the market prices of the caplets are derived from the cap prices. We also highlight that the considered cap contracts contain negative strike rates.
Based on multiple curve bootstrapping (see Ametrano and Bianchetti (2013) and Gerhart and Lütkebohmert (2018)) we construct tenor-dependent FRA curves. The basic curve is constructed by taking the quoted OIS rates. For each of the tenors we use the corresponding market quotes of deposit rates for the short-term maturities, rates from forward rate agreements for the mid-term part and swap rates for mid- and long-term maturities. Exact cubic spline interpolations are used during the bootstrap procedure. This approach guarantees also enough smoothness of the curves.

We presented the bootstrapped basic, three-month and six-month FRA curves at the calibration date September 15, 2016 in Figure 2 at the bottom on the right-hand side. The values of the basic and the FRA curve for the six-month tenor as given there are used as input data in the calibration procedure. As formulas (3.4) and (3.5) show, the values of the basic curve along the tenor structure are needed. We present these values in Figure 3. Note that the discount curve is increasing at the beginning because of the negativity of the rates.

Hereafter we describe the calibration procedure. Let Θ be the set of admissible model parameters, \( T \) the maturities and \( K \) the strike rates of the considered caps. We minimise the sum of the squared relative errors between model and mid market caplet prices

\[
\sum_{T \in T, K \in K} \left( \frac{\text{caplet model price}(\vartheta, T, K) - \text{caplet market price}(T, K)}{\text{caplet market price}(T, K)} \right)^2
\]

with respect to \( \vartheta \in \Theta \). This optimisation is done by using a randomised Powell algorithm (see Powell (1978)). We use then the calibrated model parameters \( \vartheta \) to determine the model implied volatilities of caps. The differences between the implied volatilities of the model prices and the quoted volatilities specify the accuracy of the calibration. This procedure is done for both model variants (a) and (b).

![Figure 3. Bootstrapped basic curve on September 15, 2016.](image-url)
4.2. Model Specification and Calibration. First let us specify the driving process $L^{T^*}$ under $P_{d}^{T^*}$. We will use a normal inverse Gaussian (NIG) Lévy process with parameters $\alpha$, $\beta$, $\delta$ and $\mu$ (see for example Eberlein (2009)) which have to satisfy $0 \leq |\beta| < \alpha$, $\delta > 0$ and $\mu \in \mathbb{R}$. The last parameter $\mu$ does not enter into the valuation formulas. We choose it such that the expectation of $L^{T^*}$ is equal to zero. The distributions of a NIG process are completely determined by its cumulant function
\[\theta(z) = \mu z + \delta \left( \sqrt{\alpha^2 - \beta^2} - \sqrt{\alpha^2 - (\beta + z)^2} \right)\]
where $\text{Re}(z) \in (-\alpha - \beta, \alpha - \beta)$. We emphasize that only parameters which lead to a Lévy measure $F^{T^*}$ that satisfies Assumption (EM) are admissible.

According to Assumption (VOL) the volatility structures are defined if we specify $\lambda$, $\lambda_d^T$, $\gamma_l^T$ and $\bar{\gamma}_l^T$. We choose
\[\lambda(t) = \exp(at), \quad \lambda_d^T = \sqrt{|a_d|T}, \quad \gamma_l^T = \sqrt{|a_l|T}, \quad \bar{\gamma}_l^T = \sqrt{|\bar{a}_l|T}.\]
Consequently four real-valued parameters $a$, $a_d$, $a_l$ and $\bar{a}_l$ describe the volatilities. We emphasize that the volatility functions have to satisfy boundedness restrictions according to Assumption (VOL). Thus calibration requires a non-linear optimization under several constraints.

In both graphs of Figure 4 the grid represents the market volatility surface on September 15, 2016. The points in the graphs indicate the implied volatilities of the calibrated model. In particular the graphs show also that both models are able to cope with negative strike rates as well as negative interest rates which prevailed in September 2016. The parameters corresponding to the calibrated models are given in Table 1.
Calibrated Parameters

<table>
<thead>
<tr>
<th>NIG</th>
<th>Volatility Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>53.66666</td>
</tr>
<tr>
<td>β</td>
<td>-47.62499</td>
</tr>
<tr>
<td>δ</td>
<td>0.105083</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NIG</th>
<th>Volatility Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>2.35391</td>
</tr>
<tr>
<td>β</td>
<td>0.87951</td>
</tr>
<tr>
<td>δ</td>
<td>14.6241</td>
</tr>
</tbody>
</table>

Model Variant (a)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>53.66666</td>
</tr>
<tr>
<td>β</td>
<td>-47.62499</td>
</tr>
<tr>
<td>δ</td>
<td>0.105083</td>
</tr>
<tr>
<td>a</td>
<td>-3.498342</td>
</tr>
<tr>
<td>a_q</td>
<td>-0.009348</td>
</tr>
<tr>
<td>a_l</td>
<td>0.000548</td>
</tr>
</tbody>
</table>

Model Variant (b)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>2.35391</td>
</tr>
<tr>
<td>β</td>
<td>0.87951</td>
</tr>
<tr>
<td>δ</td>
<td>14.6241</td>
</tr>
<tr>
<td>a</td>
<td>-6.003533</td>
</tr>
<tr>
<td>a_q</td>
<td>0.002264</td>
</tr>
<tr>
<td>a_l</td>
<td>0.001549</td>
</tr>
</tbody>
</table>

Table 1. September 15, 2016.
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